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1 Introduction

This document provides a detailed description of all the blocks that together form the product
MOUCE 2.0. This product will use an antenna connected to a USRP to receive LTE signals.
These signals will then be sent to a computer to be processed and analyzed. Information about
operator, base station and signal strength will be extracted from the signal and presented in a
User Interface. This information can also be uploaded to a web page, where anyone can read
more about MOUCE 2.0 and how it works.

2 Overview

The system consists of three sub systems, which are interconnected according to the figure be-
low. The USRP and the computer communicate through a USB cable. The antenna receives
radio signals, the USRP samples them, transforms them to complex baseband signals and sends
them to the computer, where a program will process and analyse the signals. The signal pro-
cessing is done in several steps — synchronization, channel estimation, channel equalization and
decoding — and the bits are then interpreted using LTE protocols. The data that is extracted from
the signals will then be presented to the user via the User Interface. Sub System II is further
divided into smaller blocks, which are described in detail in Section 5.

=
Computer
Signal Processing,
USRP USB Interpretation User Interface
| ) | ) |\ J
! | |
Sub System | Sub System Il Sub System IlI

Figure 1: Overview of the system.

3 LTE

This sections contains a relevant part of the theory behind LTE that is needed to design the
product.

3.1 Swedish LTE Network Operators

There are a number of Swedish LTE network operators. Table 1 displays which frequency bands
they occupy. This table is taken from [1].
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Frequency band (MHz) | Network Operator
2500-2520/2620-2640 Net4Mobility
2520-2530/2640-2650 Hi3G (Tre)
2530-2550/2650-2670 TeliaSonera
2550-2570/2670-2690 Net4Mobility
2570-2620 (TDD) Hi3G (Tre)

Table 1: Frequency band of Swedish LTE network operators.

3.2 OFDM

LTE signals are modulated using Orthogonal Frequency Division Multiplexing (OFDM). In

OFDM, the message to be sent is first mapped to complex-valued modulation symbols a;. Each

symbol is modulated with its own subcarrier e/272/* during a symbol time T'y,np0. All subcar-

riers are orthogonal to each other, which is essential in OFDM. Orthogonality is accomplished

by choosing a subcarrier spacing of A f = , where T, 101 1 the symbol time and [ is an
N—1

integer, usually 1. The modulated symbols are multiplexed to the resulting signal " ae/274/kt

k=0
for 0 <t< Tsymbol-

Tsymbol

3.3 Frames, Slots and Resource Blocks

The LTE transmissions are organized into radio frames of T%,4me = 307200 - Ty = 10 ms,
where the sample time is defined as T, = =505 ~ 3.26 - 1078 seconds. Each frame is
then divided into 10 subframes of 1 ms each. Each subframe is further split up into two slots of
equal length. These slots contain either six or seven OFDM symbols, depending on the use of a
normal or extended cyclic prefix, this is illustrated in Figure 2. LTE uses an OFDM subcarrier
spacing of A f = 15 kHz in both down- and uplink. This corresponds to an OFDM symbol time

of Toymbor = a7 = 2048 - T, = 66.7 pis, [2, Ch. 4].

Note that when using the normal cyclic prefix length, the length of the cyclic prefix for the first
OFDM symbol in each slot is slightly longer than for the rest. This is simply to fill out the
slot time of 0.5 ms. The reason why two cyclic prefix lengths are supported is that a longer
cyclic prefix provides more robustness against a time-dispersive channel (i.e a channel subject
to multi-path propagation) and may be beneficial in situations with harsh channel conditions.
However, in this project we shall only consider LTE signals using the normal cyclic prefix. We
motivate this by the fact that the normal cyclic prefix length is almost always employed since it
increases the spectral efficiency.

The smallest physical resource defined in LTE is a resource element consisting of one subcarrier
during an OFDM symbol. These are further grouped together into resource blocks of 12 con-
secutive subcarriers during one 0.5 ms slot. Two consecutive resource blocks within a subframe
form a resource block pair and it is the minimum unit used for scheduling, [3, Ch 9.1].

3.4 Logical, Transport and Physical Channels
The LTE protocol classifies channels into the following groups.

Logical Channels: Define what type of information is transmitted over the air, e.g. traffic
channels, control channels, broadcast channel, etc. Data and signaling messages are carried on
logical channels between the RLC and MAC protocols.

TSKS05 Signalspanarna Lips
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One frame, Time = 10 ms
;i

T One subframe, 7, ,uqame = 1 MS T
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Tep T, =66.7 us (2048-7;)

Tep: 160-T, = 5.1 us (first OFDM symbol), 144 -T, =~ 4.7 us (remaining OF DM symbols) 4
1 =~
{ oy L [11 [11 [1] [11 |
L T gt e S e, Extended CP
1 ]
A 7,=B6.7 us (2048.T,)

Tepe:512°T, = 16.7 us

Figure 2: The structure of a radio frame, [3, Figure 9.1].

One resource block
One resource element /

+ -
One OFDM symbol

e >

_--7 Twelve subcarriers

Figure 3: A resource block in the time-frequency grid, [3, Figure 9.2].

Transport Channels: Define how something is transmitted over the air, e.g. what encoding,
interleaving options are used to transmit data. Data and signaling messages are carried on
transport channels between the MAC and the physical layer.

Physical Channels: Define where something is transmitted over the air, e.g. first N symbols
in the data link frame, what modulation format (QPSK/16-QAMY/...) is used etc. Data and
signalling messages are carried on physical channels between the different levels of the physical
layer.

These groups define a protocol stack with the MAC layer at the top, with access to the logical
channels and the RLC at the bottom, which are accessed by the physical channels. Figure 4
shows how different channels are mapped through the protocol stack. In [3], a more thorough
explanation of the channels can be found, although for us the interesting part is the BCCH-
BCH-PBCH relation, since the MIB is located there.
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PCCH BCCH CCCH DTCH DCCH MTCH MCCH
Logical
Channels

Transport
Channels

Physical
Channels

PBCH PDSCH PDCCH PHICH PCFICH PMCH

Figure 4: The protocol stack in LTE, [3, Figure 9.2].

The physical channels are mapped onto the resource grid differently according to the cell con-
figuration. An example of how they can be mapped is depicted in Figure 5.
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Figure 5: LTE Resource Grid. Source: [4]

The physical channels take sequences {d(i)} = d(0),d(1), ... of coded bits (known as code-
words) from the transport channels. They then scramble the codeword with a cell-specific
scrambling sequence and map it onto complex valued modulation symbols. These are then
mapped onto one or several layers 2(i)(?), 2(i)("), ... depending on the transmission mode. In
case of single antenna transmission, one codeword is mapped onto one layer. In transmit diver-
sity transmission modes, the modulation symbols in one codeword are distributed evenly on 2
or 4 layers. For spatial multiplexing, one or two codewords are distributed onto 1-4 layers.

TSKS05 Signalspanarna Lips
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For each sequence index i, the modulation symbols on the layers x(i)(?), (7)), ... are first
precoded by means of multiplying by a precoding matrix, different for each transmission mode,
and then mapped onto antenna ports (1), y(:)("), ... On each antenna port, the modulation
symbols are mapped onto resource elements in the time-frequency grid.

code words layers antenna ports
= Resource OFDM
#| Scrambling — Mﬁ?ﬂ“"ﬂgf” » 3 p| clement »|  signal -
| PP L i : mapper | : | generation| ;|
ayer ; : o :
| mapper | | Precoding i - ¥
| _ = : : Resource | - OFDM |
'J #| Scrambling —#* Mﬁﬂ“"ﬂg?” * 'J > »| element #| signal |y
app mapper ganaration v

Figure 6: Physical downlink channel processing.

We need to access the Master Information Block (MIB) on the BCCH (Logical channel) —
BCH (Transport channel) — PBCH (Physical channel) which contains:

e Downlink channel bandwidth in terms of resource blocks (RBs)

e PHICH configuration (PHICH duration and PHICH resource)

e Frame Number

We then need to get the System Information Block 1 (SIB1) to get the operator information. We
can do this once the MIB has been successfully decoded, then we can decode the CFI (indicating
PDCCH length). The PDCCH can be demodulated and the DCI messages decoded, allowing us
to search for DCI messages scrambled with SI-RNTI, in order to find the System Information.

[ BCCH Logical
______ 1:51@1_,_5_'______ mB_
oLscH| | BcH Transport

Fhysical

Figure 7: The broadcast channel in different layers of the protocol stack.

3.5 Synchronization Signals

This section describes the two synchronization signals that will enable adequate synchroniza-
tion, namely PSS and SSS.

TSKS05 Signalspanarna Lips
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3.5.1 Primary Synchronization Signal

The primary synchronization signal (PSS) is located in the last OFDM symbol of the first time
slot of the first subframe (subframe 0) of a radio frame as shown in Figure 5 (green squares).
This enables the UE to be synchronized on subframe level. The PSS is repeated in subframe 5,
which means that the UE is synchronized on a 5 ms basis, since each subframe is 1 ms. From
the PSS, the UE is able to obtain sector identity (/s = 0 to 2). The sector identity is obtained
by correlations with known Zadoff-Chu sequences.

3.5.2 Secondary Synchronization Signal

The secondary synchronization signal (SSS) consists of a frequency domain sequence d(n) with
the same length as the PSS, which is an interleaved concatenation of the two length-31 binary
sequences so(n) and s;(n). In order to distinguish between different sector groups (physical
cells), so(n) and s1(n) depend on a pair of integers mq and m;, which are unique for each group
ID N, (from 0 to 167). The concatenated sequences are scrambled with one of the sequences
co(n) and ¢ (n), which are cyclic shifted versions of the length-31 binary sequence ¢(n). The
shift value is depending on the sector-ID N, while a constant shift of 3 samples holds between
co(n) and ¢q(n).

Further, a pair of scrambling sequences z]"°(n) and z7"'(n) (cyclic shifted versions of the se-
quence Z(n)), which also depend on N, is multiplied with the odd entries of the SSS. For the
definitions of these sequences, see [2, Chapter 6.11.2].

In order to enable the detection of the beginning of a radio frame, the SSS is different for each
subframe index (0 or 5), thus the final SSS sequence d(n) is given by

| s3"(n)co(n) in subframe O
d(2n) = { 7 (n)co(n) in subframe 5

[ s (n)ei(n)z"(n) in subframe O
d@2n+1) = { sp°(n)cy(n)z" (n) in subframe 5

Since d(n) is real valued, time domain symmetry always holds for the SSS. The overall cell-

ID N, (from O to 503) is then defined by the sector and group identities N, and N, as N, =
3N, + Ng.

3.6 Cell-Specific Reference Signals

To enable the receiver to estimate the channel, cell-specific Reference Signals (RSs) are trans-
mitted by each antenna port at even intervals in the time-frequency grid. Cell-specific reference
sequences P(n) consist of complex-valued entries defined by

1 1
Ph,.(n)=—10-2c2n))+j—=(1—-2c2n+1)), n=0,..,2Ng5g"—1
Lns (1) \/5( (2n)) ]\/5( ( ) RB
where Np5" is the maximum number of resource blocks, n is the slot index within the radio
frame and [ is the OFDM symbol index within the slot. The pseudo random sequence c(n) is
generated by a length-31 Gold sequence, the state of which is initialized by c¢;,,;; at the beginning
of each OFDM symbol. The initializing value is given by

Cinit =20 (T-(ng +1) +1+1)- (2N, + 1)+ 2N. + Ncp

TSKS05 Signalspanarna Lips
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where
{ 0, for normal cyclic prefix,
Nep =

1, for extended cyclic prefix.

This indicates that ¢(n) and consequently the reference sequence P(n) are unique for each slot,
OFDM symbol and cell index, and they are also dependent on the cyclic prefix type.

The sequences P, ,,,(n) are mapped onto complex valued modulations symbols aff l) at resource

elements (k, () in slot s on antenna port p according to
al = Pa.(m)
where
k=6n+ ((v+ vsnisr) mod 6)

{0 Ngmp =3 ifp=0,1
1 ifp=2,3

n=0,..,2N5 1
mzn#—NQB‘?I—NRB

where Ny, = 7 is the number of OFDM symbols in a slot and Ngp is the number of resource
blocks in use by the cell. The variables v and v,y ¢, define the position in the frequency domain
for the different reference signals where v is given by

0 ifp=0and! =0
3 ifp=0andl #0
3 ifp=1andl =0
0 ifp=1and!l#0
3(ns mod 2) ifp=2
3+3(ns mod?2) ifp=3

and
Vshift = [N mod 6.

Resource elements (k, ), used for transmission of cell-specific reference signals on any of the
antenna ports in a slot, shall not be used for transmission on any other antenna ports in the same
slot and is thus set to zero.

3.7 MIB Aquiring on the BCH and PBCH

The master information block (MIB) is transmitted on the BCH transport channel and PBCH
physical channel. The MIB, consisting of 14 information bits and 10 spare bits, is first subject
to BCH processing. It is appended by a 16 bit CRC-code, coded using a rate 1/3 tail biting
convolutional code and finally rate matched (repetition coded) up to 1920 bits. The coded BCH
transport block is mapped onto four subframes within a 40 ms interval. 40 ms timing is blindly
detected, i.e. there is no explicit signalling indicating 40 ms timing. Each subframe is assumed
to be self-decodable, i.e. the BCH can be decoded from a single reception, assuming sufficiently
good channel conditions.

Before being mapped onto resource elements, the coded BCH transport block is subject to
PBCH processing. It is first scrambled by a cell specific scrambling sequence. This scrambling
sequence is reset after every 4" frame (every 40 ms). When the PBCH is to be decoded by the

TSKS05 Signalspanarna Lips
Jonas Karhu signalspanarna @googlegroups.com Page 12



LiTH

MOUCE 2.0 2013-10-16
L3
"
E B
i3
t // Raian al
K. l!'__ 3 A
E = b Nt sl o s ko o this ssberem posi
: Fﬁ’_‘ i Reference symbils on fu amenns por
| 1] =
£
]
3 3 o
l_é
_’ = ! o] D[] 2
: B . a7 wEm
»

ey merbered by ol ok dots L v b wios odd e ot ey svardbernl ot cald cambered alots

Figure 8: The reference signal structure with 1, 2 and 4 antennas used.

receiver, 40 ms timing is not yet achieved, i.e. we do not know which phase of the scrambling
sequence the PBCH on the current frame is scrambled with.

The scrambled bits are further QPSK-modulated and mapped onto antenna ports according to a
transmit diversity scheme. The antenna mapping, i.e layer mapping and precoding, is different
depending on how many transmit antennas are used at the evolved node B (eNodeB). With two
Tx antennas a space frequency block code (SFBC) is used and with 4 Tx antennas a SFBC is
used in combination with frequency switched transmit diversity (FSTD). These schemes are
explained in section 3.11. It is also possible for the eNodeB to use only one Tx antenna, where
the QPSK symbols are mapped directly to the antenna port with no precoding.

The PBCH is mapped onto 4 OFDM symbols in the second slot of the first subframe in the
time domain at 6 RBs, (72 subcarriers) excluding DC in the frequency domain. It is mapped
onto resource elements, assuming reference signals from 4 antennas are used at the eNodeB,
irrespective of the actual number of Tx antenna. See Figures 9 and 10.

The number of transmit antenna ports used by the eNodeB must be ascertained blindly by the
receiver, by performing the decoding for each SFBC scheme corresponding to the different
possible numbers of transmit antenna ports (namely 1, 2 or 4). This discovery of the number of
transmit antenna ports is further facilitated by the fact that the cyclic redundancy check (CRC)
on each MIB is masked with a codeword representing the number of transmit antenna ports,
according to the table below.
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Figure 9: Process chain of the MIB, [3].
Number of transmit antenna ports at eNode-B PBCH CRC mask
< Lant,0y Lant,1y -++y Lant,15 >
1 <0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 >
<1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1 >
4 <0,1,0,1,0,1,0,1,0,1,0,1,0,1,0,1 >

The timing of the 40 ms transmission interval for each MIB on the PBCH is not indicated
explicitly to the receiver, but it is ascertained implicitly from the scrambling and bit positions,
which are re-initialized every 40 ms. The receiver can therefore initially determine the 40 ms
timing, by performing four separate decodings of the PBCH, using each of the four possible
phases of the PBCH scrambling code and then check the CRC for each decoding. Another
approach is to perform the decoding using a soft combination of the PBCH over four radio
frames, advancing a 40 ms sliding window one radio frame at a time until the window aligns
with the 40 ms period of the PBCH and the decoding succeeds, [2]. The latter is the one that
will be used.

3.8 CFI Aquiring on the PCFICH

When the MIB is read, the channel bandwidth is known and the location of the physical control
format indicator channel (PCFICH) can be deduced. The next step is to decode the PCFICH
and read its payload, the control format indicator (CFI) value, which can be either 1,2 or 3. For
bandwidths greater than ten resource blocks, the number of OFDM symbols used to contain the
downlink control information (PDCCH size) is the same as the actual CFI value. Otherwise, the
span of the downlink control information is CFI+1 symbols. The PCFICH is mapped in terms
of resource element groups (REGs) and is always mapped onto the first OFDM symbol. The
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Figure 10: Placement of the MIB in the resource grid.

size of the control region can vary from subframe to subframe, so the PCFICH must be decoded
every subframe.

A REG is made up of four resource elements (REs) on consecutive subcarriers in an OFDM
symbol that is not occupied by a RS. The REGs are indentified by the pair (k, ), where k is the
subcarrier index of the RE within the REG with the lowest subcarrier index and /[ the OFDM
symbol index whitin the slot. The number of REGs allocated to the PCFICH transmission is
fixed to 4, i.e. 16 REs. A PCFICH is only transmitted when the number of OFDM symbols for
PDCCH is greater than zero.
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The 2-bit CFI payload is first mapped onto a 32 bit codeword according to this table.

CFI | CFI codeword < by, by, ..., by >
1 [<0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1 >
2 |<1,0,1,1,01,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0 >
3 |<1,10,1,1,01,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1,0,1,1 >

Y Y ) Y Y Y ) Y Y ] Y Y

The 32-bit codeword is then scrambled with a pseudo-random sequence created using a length-
31 Gold sequence generator. At the start of each subframe, it is initialised using the slot number
n, within the radio frame and the cell ID N, as

Cinit = (|ns/2]) - (2N, +1) -2+ N..

The scrambled sequence is then QPSK modulated. The resulting symbols are layer mapped and
precoded according to the correct transmit diversity scheme, depending on the known number
of Tx antennas, as described in section 3.11.

The complex valued symbols for each antenna are divided into quadruplets for mapping onto
resource elements. Each quadruplet is mapped onto a resource element group (REG) within
the first OFDM symbol. There are sixteen complex symbols to be mapped, therefore four
quadruplets are created.

The first quadruplet is mapped onto a REG with subcarrier index k = (N2P /2).(N, mod 2Ngp),
where N S}EB = 12 is the number of subcarriers per resource block and Ngp is the cell bandwidth
expressed in multiples of N2Z,

The subsequent three quadruplets are mapped onto REGs spaced at intervals of | Ngg/2] -
(NEB/2) from the first quadruplet and equally spaced between each other. This spreads the
quadruplets and therefore the PCFICH over the entire subframe, this is illustrated in Figure 11.

OFDM Symbol

Resource element

I:l group containing

Fregquency

¢

One suhframe< Unmapped resource

element group

[]

[Tl TT BT T

T

Figure 11: Spread of the PCFICH’s REGs.
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3.9 Scanning the PDCCH for the SIB1 DCI

On the physical downlink control channel (PDCCH), downlink scheduling control information
(DCI) messages are transmitted. The DCI messages contain information about scheduling as-
signments for each UE (as well as the scheduling of system wide control information). It also
contains information such as the modulation and coding scheme used, that is necessary to de-
code the transmissions. To distinguish which DCI messages are addressed to which UE, the
DCI messages are CRC appended and the parity bits scrambled with a radio network temporary
identifier (RNTI) corresponding to the UE. The UE tries to decode the DCI messages trans-
mitted on the PDCCH by descrambling the parity bits with its RNTIL. If the CRC calculation
succeeds, the DCI message was directed to the UE.

The location of the SIB1 is transmitted on a DCI scrambled with a system information identifier
(SI-RNTT). The DClIs can be in different formats, the DCI containing the SIB1 location can be
either "Formatl A’ or ’Format1C’.

A PDCCH is transmitted on one or an aggregation of several consecutive control channel el-
ements (CCEs). A CCE is a group of nine consecutive REGs. The number of CCEs used to
carry a PDCCH is controlled by the PDCCH format, depending on the CFI. A PDCCH format
of 0, 1, 2, or 3 corresponds to 1, 2, 3 or 4 consecutive CCEs being allocated to one PDCCH.

The PDCCH region consists of CCEs, which could be allocated to a PDCCH. The configuration
of how PDCCHs are mapped to CCEs is flexible. Common and UE-specific PDCCHs are
mapped to CCEs differently; each type has a specific set of search spaces associated with it.
Each search space consists of a group of consecutive CCEs, which could be allocated to a
PDCCH called a PDCCH candidate. The CCE aggregation level is given by the PDCCH format
and determines the number of PDCCH candidates in a search space.

The common search space consists of 16 CCEs and the CCEs can be aggregated to either 4 or
8 CCEs. The PDCCH decoding block will have to search each possible place where a PDCCH
could be transmitted and try to decode it to try to find the SIB1-DCI. It will know if it is found
by checking the CRC checksum.

After the DCI has been CRC appended, it is coded by the same tail-biting convolutional en-
coder and rate-matching scheme as the MIB. It is then scrambled by a length-31 Gold sequence
initialized with

Cinit = Lns/zj 29 + Nc
at the start of each subframe.

The scrambled sequence is then QPSK modulated, layer mapped and precoded according to the
Tx diversity scheme used. The complex valued symbols for each antenna are then divided into
quadruplets for mapping to resource elements. The sets of quadruplets then undergo interleav-
ing and cyclic shifting before being mapped to resource elements (REs) within resource-element
groups (REGs). See [2, 6.8] for details.

3.10 SIB1 Aquiring on the PDSCH

The SIB1 DCI will tell us where on the PDSCH to look for the SIB1. On the PDSCH each sub-
frame of 1 ms corresponds to a Transmission Time Interval (TTI). The data to be transmitted are
organized into transport blocks. In each TTI either one or two transport blocks are transmitted,

depending on if spatial multiplexing is used. The signal processing chain is illustrated in Figure
12 [3, Ch 10.1].
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One or two transport block(s) of
dynamic size delivered from the MAC layer
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Mapping to OFDM time—frequency grid
for each antenna port

Figure 12: Signal processing chain for the DL-SCH. Source: [3, Figure 10.1]

CRC Insertion
In the first step, a 24-bit Cyclic Redundancy Check (CRC)-code is appended to each trans-
port block, which forms a basic error-detection capability.

Code-Block Segmentation

The internal interleaver of the Turbo-coder used in the following step only allows for
a limited number of code-block sizes, where the maximum is 6144 bits. If the CRC-
appended transport block is longer than this maximum value, it is segmented into smaller
code blocks. For each of these code blocks, a 24-bit CRC-code is calculated as well and
the resulting CRC-appended code blocks are sent to the next step in the chain.

Turbo Coding

For channel coding, a Turbo encoder as illustrated in Figure 14 is used. The coder consists
of two rate % convolutional encoders with three memory elements. As seen, this corre-
sponds to a total rate of % The input to the second encoder is interleaved by a Quadrature
Permutation Polynomial (QPP)-interleaver, changing the order of the bits according to a
pre-defined formula.

Rate Matching and Hybrid-ARQ

This block selects which of the output bits of the encoder to actually transmit. As illus-
trated in Figure 15, the three outputs from the turbo encoder are first interleaved sepa-
rately and then put in what can be seen as a circular buffer. Then a number of consecutive
bits from the buffer are chosen for transmission depending on the desired code rate. If
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Figure 13: Segmentation of a transport block. Source: [3, Figure 10.2]
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Figure 14: The Turbo encoder used in LTE. Source: [3, Figure 10.3]

a low number of bits is chosen for transmission it corresponds to a high rate code and
vice versa. The starting point where to begin choosing bits in the buffer depends on the
Redundancy Version (RV). As illustrated in the figure there are four choices of the RV,
each corresponding to a starting point in the buffer.[5, Ch. 5.1].

e Scrambling
Next, the block of bits are multiplied bitwise by a scrambling sequence. The purpose of
this is to make the resulting sequence more random-like, and by applying different scram-
bling sequences at neighbouring cells the interference between them can be minimized.

e Modulation
The scrambled bits are modulated using QPSK, 16QAM or 64QAM. What modulation
order to use is specified in the DCls.

e Antenna Mapping
The resulting modulation symbols are then mapped onto different antenna ports. Several
antenna mappings, called transmission modes, are possible and depending on which one
is used, transmit diversity, beamforming and/or spatial multiplexing can be achieved.
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Figure 15: Rate matching. Source: [3, Figure 10.5]

e Resource-Block Mapping
The symbols assigned to each antenna port is mapped onto the resource elements belong-
ing to the set of resource blocks assigned for the transmission [2, Ch 6.3].

3.11 Transmit Diversity Schemes

If a physical channel in LTE is configured for transmit diversity operation using two eNodeB
antennas, pure SFBC is used. SFBC is a frequency domain version of the well known space-
time block codes (STBCs), also known as Alamouti codes. This family of codes are designed
so that the transmitted diversity streams are orthogonal and achieve the optimal SNR with a
linear receiver. Such orthogonal codes only exist for the case of two transmit antennas.

STBC is used in UMTS, but in LTE the number of available OFDM symbols in a subframe is
often odd while STBC operates on pairs of adjacent symbols in the time domain. The applica-
tion of STBC is therefore not straightforward for LTE, while the multiple subcarriers of OFDM
lend themselves well to the application of SFBC.

For SFBC transmission in LTE, the symbols transmitted from the two eNodeB antenna ports on
each pair of adjacent subcarriers are defined as

[y%) y<0><2>]_{ n x}

* *
—Ty I

where y?) (k) denotes the symbols transmitted from antenna port p on the k" subcarrier.

Since no orthogonal codes exist for antenna configurations beyond 2 x 2, SFBC has to be modi-
fied in order to apply it to the case of 4 transmit antennas. In LTE, this is achieved by combining
SFBC with frequency switched transmit diversity (FSTD).

General FSTD schemes transmit symbols from each antenna on a different set of subcarriers. In
LTE, FSTD is only used in combination with SFBC for the case of 4 transmit antennas, in order
to provide a suitable transmit diversity scheme, where no orthogonal rate-1 block code exists.
The LTE scheme is in fact a combination of two 2 x 2 SFBC schemes mapped to independent
subcarriers as
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where, as previously, ¥ (k) denotes the symbols transmitted from antenna port p on the k"
subcarrier. Note that the mapping of symbols to antenna ports is different in the 4 transmit
antenna case compared to the 2 transmit antenna SFBC scheme. This is because the density of
cell-specific RSs on the third and fourth antenna ports is half that of the first and second antenna
ports, hence the channel estimation accuracy may be lower on the third and fourth antenna ports.
Thus, this design of the transmit diversity scheme avoids concentrating the channel estimation
losses in just one of the SFBC codes, resulting in a slight coding gain.

4 Sub System I - USRP

Sub System I consists of an antenna connected to a USRP. The USRP is set up with a SBX
400-4400 MHz Rx/Tx daughterboard.

4.1 Interface

The USRP is the radio link interface of the system. It does down conversion of LTE radio
signals to complex baseband samples that will be processed in Sub System II.

4.1.1 Input
To set up the USRP it needs to be supplied with

e Sample rate
e Center frequency

e Gain

These will be supplied by Sub System II. When set up, the USRP will receive radio signals
from nearby base stations.

4.1.2 Output

The output of the USRP is a stream of pairs of 16 bit signed integers, which make up the I and
Q part of complex baseband symbols. There is also a possibility to set the size of samples to 8
bit integers and thus double the sampling rate. This will increase the quantization error of the
receiver, but might be useful to examine a greater bandwidth of the LTE signal.

S Sub System II - Signal Processing and Interpretation

Sub System II consists of a program developed by the project group. This program shall process
and interpret the data received from Sub System I and pass the result on to Sub System III.

5.1 Interface

Sub System II is connected to Sub System I via USB, it will do initialization of Sub System I
and then receive data from it. Sub System II is also connected to Sub System III, this will be
done via function calls.
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Figure 16: Block chart of Sub System II.

5.1.2 Input

From Sub System I, there will be a stream of complex baseband samples, that is, raw radio data
that needs to be processed. From Sub System III there will be incoming control signals, mainly
to choose a center frequency to start the base station search at.

During development and testing, there will be a need for adjusting a number of parameters for
subsystem II and these will be added when needed.

5.1.3 Output

Sub System II will control Sub System I by setting frequency, sample rate and gain. Sub System
IT will also output the information it gathers from the radio interface to Sub System III. This in-
formation will include signal strength, network operator name and bandwidth utilization. There
will also be some indication about the status of the system, what it is doing and how far in the
base station discovery it has reached.

During development, there will be a need for a lot of other information with much higher detail.
There will also be a need for testing of the performance of the system and this information needs
to be output in a structured way.
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5.2 GNU Radio, Build Systems and Tools

Sub System II will be implemented using the free and open-source software development toolkit
GNU Radio. GNU Radio provides a large toolbox of software digital signal processing (DSP)
tools, a USRP interface and a framework for putting them all together.

GNU Radio is a modular framework that provides signal processing blocks. These blocks can
be put together to create chains or flowgraphs of DSP tools that process signals. The blocks
themselves are written in C++ and are put together in flowgraphs using Python. Each block
receives a stream of input items, which are then processed inside the block. Each block then
outputs data that is passed forward to the next block in the flowgraph.

These blocks can also be sources or sinks. Sources produces data either from external sources
(eg. a USRP, microphone or data file) or by creating it. Sinks are endpoints of data streams,
which usually extract some final data and then use some external way of displaying, saving or
sending it (e.g. GUI, another USRP, or a file).

GNU Radio also has support for creating custom DSP blocks to do signal processing that it
cannot do with its native blocks. These are written in C++ and can, after creation, be used
as any other block in a flowchart. This will be the primary way of implementing LTE signal
processing in this project.

GNU Radio aids in the creation of Software Defined Radio (SDR) as it provides a framework
for a lot of basic features such as buffering and handling data streams. Modularity of GNU
Radio makes it possible to implement abstraction and to do signal processing sequential in an
easy manner.

Unit tests are supported in the Python framework. This can be used for writing tests for custom
blocks, which makes it possible to automatically test these. Testing will be necessary to ensure
that blocks developed during the project behave as they should. Unit tests also make it easier to
change code and still be sure that it works.

GNU Radio uses CMake, and a build manager of choice, as its build tool, which is used to
build GNU Radio itself and the custom code that uses it. This project will use Gmake as build
manager. GNU Radio also supplies gr-modtool, which aids in the creation of custom DSP
blocks.

5.3 Synchronization

To receive LTE signals, the receiver needs to be synchronized with the base station. This is done
at two levels. First at the radio level with timing of symbols and synchronization of frequency,
then at the protocol level with synchronization of radio frame.

5.3.1 System Model

According to [6], the system is modeled as follows. The transmitted discrete baseband OFDM
stream s(n) is assumed to be given by

N-1
1 )
S(Tl) = ﬁ E Xk(fJQTrkn/N, 1 S n S N,
k=0

where X, is the modulated data on the k** subcarrier and N is the FFT size. The channel
exhibits multipath propagation and introduces additive white Gaussian noise (AWGN). Also,
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the local oscillators (LO) in the sender and receiver will have a mismatch in phase, which has
to be considered. This implies that the received signal will be

r(n) = [s(n) ® h(n) +w(n)le> "/~

where h(n) is the channel impulse response (CIR), ¢ is the frequency mismatch with respect to
the subcarrier spacing, w(n) is the noise and ® denotes linear convolution. Further, under the
assumption that there is perfect timing, after the N-point FFT, the OFDM symbol will be

=
r
i

r(n)e—j%rln/N _ 1 H, X, eQﬂ'n(k—H—e)/N + Wy

i = ~

2=
é
i

3

where
Ni—1 1 N-1
H, = Z hle—j27rkl/N and W, = — Z w(n)e—j%rnk/N‘
= VN &

Due to the frequency mismatch €, not only Hj and W, will affect the received OFDM symbol. In
each OFDM symbol, each subcarrier is phase shifted equally and this is known as the common
phase error (CPE). This yields a loss of orthogonality between subcarriers and has a noise like
impact called inter-carrier interference (ICI). The CPE of different OFDM symbols are often
uncorrelated and therefore might have to be determined symbol by symbol, as mentioned in [7].

5.3.2 Symbol and Fractional Frequency Synchronization (CP-Synchronization block)

The first step in synchronization with an LTE base station is to find LTE symbol boundaries and
the frequency of the base station. This is done in the CP-Synchronization block. It takes the I-
and Q-samples received from the USRP as input and outputs fractional frequency corrected I-
and Q-samples. When first trying to synchronize with a base station, there will be a carrier fre-
quency offset (CFO) between the receiver and base station. The CFO ¢, expresssed as multiples
of the subcarrier spacing, can be split into two parts, a fractional part 0 < e < 1 and a integer
part ny.
e=n;+er

The fractional CFO will introduce ICI (inter-carrier interference) and integer CFO will shift the
OFDM symbols in the frequency domain.

If the r(n) is the received baseband signal and y(n) is the transmitted baseband signal, the CFO
will create a frequency shift in r(n).

r(n) — y<n)6j27rTnAfa — y(n)€j27TTTLAf(€F+TL[) — y<n)ej27rn(5F+n1)/N

since the sampling rate % = Af - N, where N is the number of samples per OFDM symbol. If
there is an estimated fractional CFO éf, then y(n) can be estimated by

y(n) _ r(n)e—jQﬂ'néF/N _ y(n)ejZﬂn(n1+€F—éF)/N ~ y(n)ejQWn(nI)/N (1)
According to [6], the fractional CFO and the symbol timing can be estimated using a single
algorithm which uses the cyclic prefix used in LTE OFDM. If the start of an OFDM symbol is

denoted 6 the log-likelihood function for symbols start (¢) and fraction CFO (e) is

A8, ex) = 21y(8)| cos(2mer + L4(0)) — pe(8),
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where / denotes the angle of a complex number,

W= S rEr e+ )
and +L—-1

Z r(k)[> + |r(k + N)|%,

where L is the length of the cyclic preﬁx and N is the length of an OFDM symbol.

The maximum likelihood estimations, according to [6], is

Orsz, = argmax(211(0)] — pe(60))

. 1
EFML = —2—17(9ML) (2)

T
Where p = ch -. o2 and o2 is signal energy and noise energy respectively. Calculation of

~(n) can be done by the following recursive algorithm
yn+1)=7n)+r(n+ L)r*(n+ L+ N)—r(n)r'(n+ N) 3)

Calculation of £(n) can be done in the same way. This makes it a low complexity operation that
can be done fairly quickly.

The constant p above is not known. It will be assumed that the signal energy o2 is much larger
than the noise. This will make p ~ 1 and this will be assumed in our system.

The actual values of L and NV will depend on the sampling rate that will be used. Since the
USB interface between the USRP and PC will not support such high data rates that the entire
cell bandwidth can be scanned, the sampling rate will effectivly decide the bandwidth of the
signal that is used for synchronization (sampling theorem). Higher bandwidth will make the
estimations described above better as long as its not larger than the total bandwidth of the
base station. Since the bandwidth of the base station is not yet known a good choice for the
sample rate will need to be found. The sample rate should be as high as possible but within
the base station bandwidth, the number of samples per symbol should be a power of two, to
make FFT calculations faster. The symbol length in LTE is set to Aif = 66.7us, the length of
the cyclic prefix is 4.69us. If the number of samples per symbol is IV, the sample time will be
T = %107 The number of samples in the cyclic prefix will be L = % and the sample
rate will be %

The CP synchronization block will receive a stream of complex samples, sample number is n.
The following algorithm can be used to extract OFDM symbols from this stream.

1. Calculate y(n) and £(n) with Eq 3 (using y(n) = r(n) = £(n) = 0,n < 0). y(n+1) and
£(n) can be calculated when sample n + N + L has been received and needs to start with
v(—=N — L + 1). The values of 7(0) and £(0) will be the first that are correct.

2. Keep track of the position 7 of the highest value of 2|y(n)| — e(n)

3. After N + LAsamples have been received, mark the position of the best candidate for a
symbol start 6,7, = n.
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4. Calculate € 5/, from 0 mrz with Eq 2.

5. Correct for fine frequency CFO (Eq 1) and extract the symbol s = {r(n)e 727"
Opmr <n <@y + N+ L)}

6. Output s to the next block.
7. Wait until 7(@ ML+ %) can be calculated, then reset 71 .

8. Goto 2.

This algorithm can be improved by the fact that the difference between the start of two consec-
utive symbols is NV + L. It also possible to estimate the performance of the synchronization by
looking at the difference between estimated symbol starts. If it always is close to N + L, the
algorithm is doing good.

5.3.3 FFT and CP-removal (FFT Block)

When symbol synchronization is done, the OFDM symbols can be extracted from the stream
of samples. This is done in the FFT block. It takes the I- and Q-samples from the CP syn-
chronization block as input and outputs OFDM symbols. The CP synchronization block will
deliver blocks of samples that contain a symbol and its corresponding cyclic prefix, the length
is N + L. N is the number of samples in one symbol and L is the number of samples in the
cyclic prefix (see section 5.3.2). To extract the OFDM symbol an N-point FFT is made on the
block of samples. This will result in N complex numbers that correspond to each subcarrier in
the symbol.

Since the CP is included in the input sample block, this has to be removed. The FFT should
thus start at sample L (0-indexed) in the received block.

5.3.4 PSS Detection (PSS-Synchronization Block)

After the OFDM symbols are put together, it is time to calculate the sector ID and perform from
synchronization. This is done in the PSS-Synchronization block. It takes OFDM symbols from
the FFT block as input and outputs frame synchronized OFDM symbols, along with the sector
ID. In order to determine the sector ID, we perform a cross-correlation with three different
Zadoff-Chu sequences. The sector identity is the one with the largest correlation. The known
Zadoft-Chu sequences are

_jﬂun(n+l)
szc(n): e 63, n=20,1,...,30,

m _ smu(ntl)(n+2)
J 63 , n =31,32,...,61.

for u = 25,29,34. These sequences are mapped on subcarrier symbols d(k), where k =
—31,...,—1,1,..31 denotes subcarrier index with respect to DC. The correlation is given by

Qi(n) = Y d(k)R(n+k),
kz;(:)ﬂ

where R(n) denotes the OFDM symbol and d;(k) the mapped Zadoff-Chu sequences sZ¢ ac-
cording to

i=0cu=25i=1u=29i=2¢ u=34
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The ¢ and n with the largest correlation corresponds to the sector identity /N (0,1,2) and the
integer CFO n;. Since we do not know if the received symbol is a PSS symbol, the peak to
average ratio of the correlation needs to be above a certain threshold. The threshold will be
determined by trial and error.

5.3.5 SSS Detection (SSS-Synchronization Block)

With the help of the SSS (see Section 3.5.2), the group ID NV, and the subframe index within the
radio frame (0 or 5) can be estimated. This is done in the SSS Synchronization block. It takes
OFDM symbols from the PSS block as input, and outputs the same symbols, their subframe
index, as well as the group ID. The basic concept is to exploit the cyclic shifts of the two
length-31 binary sequences so(n) and s;(n) according to the pair of integers my and m;, which
identify the group-ID (see [2, Table 6.11.2.1-1]). The method used will follow these steps:

e Do a N-point DFT on the OFDM symbol containing the SSS.

e Separate the length-62 sequence d(n) into sequences d(2n) and d(2n + 1), consisting of
even and odd subcarrier symbols.

e Divide d(2n)/co(n) in order to obtain the sequence s(()mo) (n). Sequence cy(n) is known

since it only depends on the already estimated sector-ID Nj.

e Build a reference sequence s,.s(n), which is a duplicated version of sémo:o) (n) with the

length of 62.

e Apply a cross-correlation between s(()mo) (n) and the reference sequence s,.s(n). The

magnitude of the correlation term should show a significant maximum at 32 < 4., < 62,
which indicates mg = 31 — 7,42

o After estimating the integer m,, we are able to compute zgmo)(n) and afterwards divide

d(2n +1)/(c1(n) 2™ (n)) in order to obtain the sequence 5™ (n).

e Apply a cross-correlation between sgml) (n) and s,.¢(n). The magnitude of the correlation

term should again show a significant maximum at 32 < %,,,, < 62, which indicates
my = 31 — imax-

e The estimated m and m, give the group-ID N, according to [2, Table 6.11.2.1-1].

e Finally, the overall cell-ID N, = 3N, + N, is computed. This allows us the find the
cell-specific reference signals.

Significant peaks will only be generated if the received sequence d(n) is positioned correctly
on the frequency grid. d(n) should be positioned correctly, since the integer CFO is calculated
and compensated for in the PSS block.

5.4 Channel Estimation (Channel Estimation Block)

Channel estimation is a necessary part of OFDM in order to retreive any information from
the channel at all. The channel estimation is done in the Channel Estimation block. It takes
synchronized OFDM symbols from the SSS-Synchronization block as input and outputs the
same OFDM symbols, together with an estimation matrix. The size of the matrix depends on
the number of Tx antennas.
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In LTE, each cell uses a specific reference signal, that is, a set of pilot symbols (PS) that is placed
in a predetermined way into the time-frequency resource grid, see Section 3.6. The values of
the PSs are known in the sense that they are generated with a length-31 Gold Sequence based
on the cell ID. How they are placed in the resource grid depends on the number of Tx antennas.
Based on this, channel estimates H at the PS’s places can be done in the frequency domain.

A Yps

Hps s = Xps'

where H ps,Ls 1 the least square estimate of the channel at PS locations, Ypg is the received
PS and Xpg is the transmitted PS. In order to get a channel estimate for the entire resource
grid, interpolation between the Hpg’s has to be done. But before that, it is necessary to average
these estimates to get rid of some noise. This can be done by applying an averaging window
of appropriate size, depending on how much noise there is and how fast the channel is fading.
Since the resource elements along the edge of the resource grid may lack the presence of a
nearby PS location, interpolation cannot be done directly. To get around that problem, it is
possible to introduce virtual pilot symbols to enable channel estimation for the whole resource
grid. See Figure 17.

. Pilot symbol

- . Resource element which can be

determined through interpolation

N Resource element value which is
N

required to be calculated

--5 Resource element within
i

"7 'extended' resource grid

B intual pilot symbol

Frequency

Time

Figure 17: Placement of virtual PSs to enable interpolation for channel estimates, [8].

5.5 Channel Equalization (Channel Equalization Block)

After the channel has been estimated, the OFDM symbols should be equalized according to
the estimation. This is done in the Channel Equalization block. It takes the synchronized
OFDM symbols along with the estimation matrix from the Estimation block as input and outputs
equalized OFDM symbols. Channel equalization has to be done on pairs or quadruplets of
subcarrier symbols, depending on the number of antennas employed in the Tx diversity scheme
of the eNodeB (see section 3.11). In the case of two Tx antennas, the received symbols 7, 7511
on pairs of adjacent subcarriers will be

Tk :H,ﬁo)xk — H,il)x,’;rl + Ny

0 1
Tk+1 = ,ﬁﬁlmkﬂ + H,gﬁlx;’; + Npt1
where H ,ip ) is the estimated channel tap from antenna port p on subcarrier k, ny is the noise and
xy, 1s the symbol on subcarrier £ before Tx diversity precoding.
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A simple zero-forcing (ZF) equalizer, where the impact of the noise is ignored, will be used.
The symbol estimates are

. 1 +(0) (1),
Tk =570 O (Hk+1rk+Hk Tk+1>
1m0 + 1V Y
R 1 * 1) +(0)
Tpy1 = 0 =0 T 1 > (_Hk-l—lrk—i_Hk ’I"k+1>
(ng )Hkgrl) + Hzg )Hk—(i-l)

where * denotes the complex conjugate as before. In the case of the 4 Tx antenna SFBC+FSTD
scheme (as described in section 3.11), the extension of the equalizer is obvious. As is the case
where only one Tx antenna is used, resulting in a trivial equalizer.

5.6 MIB Decoding (MIB-Decoder Block)

The MIB decoding block takes tagged OFDM symbols {s, d;} as input and passes them through
to the output. If a PBCH is contained in the OFDM symbol, it is processed and the MIB is
interpreted. The SFN is tagged on to the output while Ngp is updated as a global variable. An
overview of the MIB Decoding block can be seen in Figure 18.

MIB - decoder

Sliding QPsK i Rate de-matchin CRC &
) —r—r =—1 Descrambling 9 -
Window Soft _ F=-T & de-interleaving N.o. TX Antenna
Demadulation Deducing
i
MIB Interpreting
T Gatekeeper .

Figure 18: Processing in the MIB decoding block

The sub-blocks in the MIB decoder are not actual standalone GNU Radio blocks, rather they
are implemented as C++ functions inside the MIB decoder block. This is in part to avoid
performance drops due to unneccesarry buffering between GNU Radio blocks and in part to
“keep it simple”.

5.6.1 Gatekeeper

The Gatekeeper block takes as input a tagged OFDM symbol. If the tag indicates that part of a
PBCH is contained in the OFDM symbol, it is extracted. Otherwise, the tagged OFDM symbol
is just forwarded in the processing chain to the next block, skipping PBCH processing. When
a complete PBCH has been intercepted (4 OFDM symbols), it is fed to the Sliding Window
Block for PBCH processing.

5.6.2 Sliding Window Block

A 40ms sliding window, collecting the PBCH data from the 4 latest frames. Block input is a
vector of 240 complex symbols containing the PBCH, block output is a vector of 4 - 240 = 960
symbols containg the PBCH of the last 4 frames.
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5.6.3 QPSK Soft Demodulation

As mentioned earlier, the MIB is modulated using QPSK. That is, the pair of bits b(i), b(i + 1)
are mapped to i\/% + j\/% where b(i) is mapped to the real part (1 — —\/%, 0— +\/% ) and
b(i + 1) to the imaginary part.

The input to this block is complex samples y. To enhance performance, soft demodulation shall
be used where log-likelihood ratios (LLRs)

2
) b — 50z (R4 J5) 5
bi) = tog =) _ € = e
p(bi = 1]y) o (Ru-Z) O

where the noise is assumed to be zero-mean Gaussian with variance o2 per dimension. The noise
power is assumed constant during a transport block, so the soft bit outputs can be normalized as

b(i) =R{y}
(i +1) =3{y}

5.6.4 Descrambling

The soft bit inputs are descrambled (their sign flipped accordingly, corresponding to a bitwise
XOR) by the scrambling sequence (i) [2, Section 7.2]. The sequence is initialized with cinit =
N, , the cell ID, every fourth radio frame.

5.6.5 Rate Dematching and De-Interleaving

The 1920 descrambled soft bits are segmented into sixteen 120-bit segments, which are added
to each other to form a stronger bit estimate, inverting the repetition coding. The 120-bit se-
quence is split into three 40-bit segments, each corresponding to an output from the rate 1/3
convolutional encoder. On each 40-bit segment, sub-block de-interleaving (according to the
pattern defined in [5, Section 5.1.4.2.1]) is performed.

5.6.6 Convolutional Decoder (Viterbi)

The output from the rate-dematching is put into a Viterbi decoder. The code used is a tailbiting
convolutional code with constraint length X = 7. A model of the convolutional code can be
seen in 19.

]

S g

L =y g

41" G, = 133 (octal)

1 r ) d¥@, = 171 (octal)
pu

fam
g
LS

4! =
B3 L r Gz = 165 (octal)

Figure 19: The convolutional code used.

The initial value of the shift register of the encoder is set to the values corresponding to the last
6 information bits in the input stream so that the initial and final states of the shift register are
the same. The branch metric of the Viterbi decoder is the Euclidean distance between triplets
of soft bits. The Viterbi decoder outputs an estimate of the 40 bit payload.
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5.6.7 CRC Calculation and Number of Antennas Deducing

A CRC is calculated from the 24 first bits of the output of the Viterbi decoder. The CRC is
scrambled according to the number of Tx antennas believed to be in use and compared to the
last 16 bits from the output of the Viterbi decoder. If the checksum is correct, the number of
Tx antennas is assumed to be deduced and the 24 non-parity bits is sent to the next block for
interpreting.

Initially, the number of Tx antennas is unknown. Each antenna configuration (1,2 or 4) shall
be tried until either a successful decoding or 32 failed decodings have occurred. In the latter
case, the next antenna configuration shall be tried and the Channel Equalization and Channel
Estimation blocks shall be notified.

5.6.8 MIB Interpreting
Of the 24 non-parity bits, only 14 are actually used. These are interpreted and

1. PHICH duration, Normal or Extended
2. PHICH resource (six, half, one, two)

3. Downlink system bandwidth Ngpg, expressed in multiples of resource blocks

4. Most significant bits of the System Frame Number (SFN) are aquired.

5.7 PCFICH Decoding (PCFICH-Decoder Block)

The PCFICH Decoding block works in a similar fashion as the MIB Decoder block. It takes
a tagged OFDM symbol as input and passes it through to the output, adding a tag about the
aquired CFI value of the subframe.

5.7.1 Gatekeeper Block

The Gatekeeper block extracts the 16 complex valued modulation symbols on the PCFICH, if
the tag indicates that the OFDM symbol is in the first slot in a subframe.

5.7.2 QPSK Soft Demodulation

The symbols are demodulated, as described in section 5.6.3.

5.7.3 Descrambling

The soft bits are descrambled, with the sequence described in section 3.8.

5.7.4 CFI Decoding
The CFI decided to be k € {0, 1, 2}according to
1

argmin 3 _(b(7) — —5(1 =2 du(i))*

where dy, is the codeword corresponding to CFI= k and b the descrambled bit sequence. I.e. the
decision metric is the Euclidian distance.
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5.8 PDCCH Decoding (PDCCH-Decoder Block)

The PDCCH Decoder block is similar in structure to the MIB and PCFICH Decoder blocks.
It takes as input an OFDM symbol, tagged with time index and CFI value of the subframe. It
outputs the same OFDM symbol with an additional message if the SIB1 DCI was found.

5.8.1 Gatekeeper

The Gatekeeper block takes as input a tagged OFDM symbol. If the tag indicates that part
of a PDCCH is contained in the OFDM symbol, it is extracted. Elsewhise, the tagged OFDM
symbol is just forwarded in the processing chain to the next block, skipping PDCCH processing.
When a complete control region has been intercepted, it is fed to the De-Interleaving Block.

5.8.2 De-Interleaving

The permutations and cyclic shifts of the modulation symbols are inverted (The symbols are
modulated according to [2] chapter 6.8.5).

5.8.3 QPSK Soft Demodulation

The symbols are demodulated, as described in section 5.6.3.

5.8.4 Descrambling

The soft bits are descrambled, with the sequence described in 3.9.

5.8.5 Rate De-Matching

The descrambled soft bits are rate-dematched and de-subinterleaved with the same algorithm as
in the MIB Decoder block. Except the rate is different.

5.8.6 Convolutional Decoder (Viterbi)
The rate-dematched soft bits are put into the same Viterbi decoder as in the MIB Decoder block.

5.8.7 DCI Searching

The DCI Searching Block looks for DCI messages scrambled with the SI-RNTI at each place.
It can be located in the common search space. If the SIB1 DCI is found, it is tagged onto the
OFDM stream to the SIB Decoding block.

5.9 SIB Decoding (SIB-Decoder Block)

The SIB Decoding block works similar to the previously described blocks. It takes a tagged
OFDM symbol as input. If a DCI message is tagged on the input, it parses it and prepares to
decode the SIB1. The SIB decoder serves as a sink to the OFDM symbols. It only outputs the
decoded SIB1 information, including operator name, if found.

5.9.1 DCI Parser and Symbol Extraction

The DCI message is parsed to know the location of the SIB1. The resource elements containing
the SIB1 are extracted and fed to the next block.
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5.9.2 Constellation Demodulation

The constellation type (QPSK,16-QAM,64-QAM) of the SIB1 transmission is aquired from the
DCI. Corresponding soft demodulation is done.

5.9.3 Descrambling

Bit level descrambling is done.

5.9.4 Rate De-Matching

Rate de-matching according to the transport block size aquired from the DCI is performed
according to [5, Section 5.3.2].

5.9.5 Turbo decoding
Turbo decoding according to [5, Section 5.3.2.3].

5.9.6 CRC check
A CRC checksum is calculated to see if the SIB1 was decoded properly.

5.9.7 SIB1 Interpreting
The SIB1 message is parsed.

6 Sub System III - User Interface

Sub System III consists of the User Interface, or UI. The Ul is what will be used by the common
user to control the program. It will also display data received from Sub System II.

6.1 Interface

The section describes the interface of the system.

6.1.1 Input

Data from Sub System II. This data consists of cell ID, operator, signal strength and bandwidth
utilization.

6.1.2 Output

Data to web page. This data includes the information received from Sub System II and a time
stamp.

6.2 Layout

The UI will have a simple design. The user shall be able to change basic settings in the program
(like what frequency to scan), start the MOUCE software with the click of a button, and see
information about the received signal. There will also be an option to upload the retrieved
information to a web page. A map might also be incorporated, where the used base station will
be marked. Below is a sketch of the Ul:
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Qperator: Tele2
Cell 1D: 308
Signal strength: 7 dBm

Start MOUCE 2.0

Upload to web page

Settings

Exit

Latitude: 58,48930 Longitude: 15,03948

6.3 Web Page

A web page will be created, where a description of the project, a presentation of the project
members and some results from the finished product will be displayed. The web page will be
quite simple, and will mainly contain basic text information and some pictures. A function for
uploading data from the program to the web page will be created. Below is a sketch of the web

page:

‘ ‘ ﬁ http:/ fwwnar. moucetwohomepage.com/results)/

Operator: Tele2
Cell ID: 308
Signal strength: 7 dBm

2013-10-19 14:30

Latitude: 58,48930 Longitude: 15,03948

7 Implementation strategy
7.1 Sub System I

Sub System I needs very little implementation, it will consist of setting up hardware.
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7.2  Sub System II

Developing Sub System II will be the hardest part of the project and will require a lot of time
from the group members. To make development efficient the blocks from GNU Radio will
be used when possible. When custom blocks are developed they should be well commented
and easily testable. It will be important to identify problems early and to be able to find them
quickly.

There is a need for a good testing framework. Every block should have a unit test that is testing
if the block is working correctly. These tests should be good enough to test vital functionality
of the block and find blocks that are not working correctly. Preferably these test should include
both simulated test data and real data from blocks earlier in the chain.

A developer Ul of some kind should also be developed for this system. This UI should be able
to display performance data about different blocks in the running system. This data might be
information about what the block is doing and how well it is doing it. For example the CP
synchronization block can measure variance in the difference of symbol starts. If this variance
is low the block is probably doing well. This kind of data is useful for pinpointing where in the
processing chain there are problems.

Sub System II will be implemented roughly in the order of the processing chain. The imple-
mentation will start with the CP synchronization block then the FFT block and so on. This will
make it possible to test the different blocks together early on.

7.3 Sub System III

Sub System III can be developed in parallel with Sub System II. This Sub System should also
have unit tests that are used to verify that it is functional.
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