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Program

Introduction to Al/ML 27/1
Fredrik Heintz, IDA 10:15
Hardware Accelerators and Programming for ML 3/2
Christoph Kessler, IDA 10:15
GPU Architecture and Architecture Dependent Algorithms 10/2
Ingemar Ragnemalm, ISY 10:15
FPGA for ML 17/2
Fredrik Medley, VVeonner 10:15
ASIC for ML 24/2
Anders Lloyd, Axis Communications 13:15
. Near-Sensor Image Processing 2/3
Jorgen Ahlberg, ISY TBD
Spiking Networks 9/3
Robert Forchheimer, ISY 10:15
Emerging technologies 16/3

Mark Vesterbacka, ISY 10:15
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Assignments

Assignments are distributed and collected via e-mails with Mark Vesterbacka

Hand-ins should be in pdf format

Assignment schedule:

Lecture Hand-out Hand-in
Introduction to Al/ML 29/1 7/2
Hardware Accelerators and Programming for ML 5/2 14/2
GPU Architecture and Architecture Dependent Alg. 12/2 21/2
FPGA for ML 19/2 28/2
ASIC for ML 26/2 6/3
Near-Sensor Image Processing 4/3 13/2
Spiking Networks 11/3 20/3

Emerging technologies 18/3 26/3


mailto:mark.vesterbacka@liu.se

Grading

Full Course consists of eight lectures and eight assignments
— Reward: 6 credits

Lite Course consists of eight lectures only
— Reward: 3 credits

A Missed Lecture is remedied by reading a corresponding journal article
— Find an article with similar content, read it, and write a one page report on it

An Unsatisfactory Solved assignment gets one extra chance
— After this you will be downgraded to the Lite Course
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