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Abstract—Scaling and power reduction trends in future A. Scaling Impact on Leakage Currents

technologies will cause subthreshold leakage currents to become Technol i . f the drivi f behind
an increasingly large component of total power dissipation. This echnology scaling Is one o € driving forces behin

paper presents several dual-threshold voltage techniques for the tremendous improvement in performance, functionality,
reducing standby power dissipation while still maintaining high and power in integrated circuits over the past several years.
performance in static and dynamic combinational logic blocks. \With standard constant field scaling of 30%, one can expect
MTCMOS sleep transistor sizing issues are addressed, and a hier- frequency and switching power dissipation to scale by 50%

archical sizing methodology based on mutual exclusive discharge h fi H f tant die i 1
patterns is presented. A dualV, domino logic style that provides €ach generation. However, for a constant die size, overail power

the performance equivalent of a purely low¥; design with the diSSipation due to dynamic SWitChing currents remains rela-
standby leakage characteristic of a purely highV; implementation  tively constant with scaling because the number of switching

is also proposed. elements for the same die size will also increase by a factor
Index Terms—Domino logic, dual threshold voltage, low-power, Of 50%. On the other hand, leakage currents increase expo-
MTCMOS, subthreshold leakage current, V;. nentially. Although subthreshold leakage currents are not the

dominant component of power dissipation in modern CMOS
circuits, one can see that as a function of scaling the increase in
leakage power can outpace dynamic switching power in future

N MODERN digital integrated circuits, power consumptionechnologies [1].

can be attributed to three main components: short circuit,Another major thrust in integrated circuit design is to
leakage, and dynamic switching power. Dynamic switchinginimize power dissipation while still maintaining high perfor-
power is the dominant component of power consumption iance operation. From an energy efficiency point of view there
modern integrated circuits, and results from the charging arRdmuch potential to scale supply voltages to reduce power,
discharging of gate capacitances during signal switching giveat in order to maintain performance one must scale threshold

|. SOURCES OFPOWER DISSIPATION INCMOS QRCUITS

by voltages as well to maintain a large enough gate overdrive as
shown in (3):
Pswi ching — Cswi che: V2 c 1
tching tehied Voo felk (1) , CVee -
. . . . pd X T Na
where Cuyitenea is the total effective switched capacitance, (Vec = W)

Vo is the supply voltage, anflyy is the switching frequency. \yhereq, models short channel effects [2]. Initially by scaling
However, as scaling trends continue in future generations &gty v.... and V;, the increase in subthreshold leakage power
as low-power voltage scaling becomes more aggressive, sl pe small compared to the quadratic reduction in dynamic
threshold leakage currents will become a larger, and potentiglyer supply in modern CMOS technologies. With extreme
a dominant, component of overall power dissipation. Sul-. . anqV; scaling however, the increase in leakage current will
threshold leakage currents vary exponentially with threshog.'qcart to dominate the reduction in switching energies, indicating
voltage and is given by there must be an optimufzc. andV; point for a given target
W f f f w o frequency. However, the optimal minimum enefgy: andV,
Dicakage = Wloe” gs—V)/nVa _ W1010<‘grm/5 (2) pointis significantly below the typical threshold voltage levels
0 0 of today’s technologies [3], [4].

whereV;y, is the thermal voltagd}” is width, n is a constant,
andS = nVln 10 is the subthreshold slope. Thus, for a typ- [l. STANDBY LEAKAGE CURRENT REDUCTION
ical technology with a subthreshold slope of 100 mV/decade,From a technology scaling point of view, subthreshold
each 100-mV decrease In will cause an order of magnitudejeakage currents will continue to become a larger component
increase in leakage currents. in overall power dissipation. Likewise, from an optimal power
point of view, the optimum energy point fé& andV; during
Manuscript received January 14, 2000; revised March 1, 2000. This wdactive modes will also correspond to a larger .SUbthreShOId
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Fig. 1. MTCMOS circuit structure. Fig. 2. MTCMOS block illustrating equivalent resistance, capacitance, and
reverse conduction effects.

even anX -terminal will spend upwards of 90% of its time in 8,4 oS gating transistors are shown in Fig. 1, only one
standby mode where the processor is waiting for user input. F larity sleep device is actually required to reduce leakage if

this class of burst-mode-type applications, it may be acceptal I8 logic block is purely combinational. NMOS sleep tran-

to have large leakage currents during the active mode, _bUt Stors are typically more effective because they have lower
extremely wasteful to have large leakage currents during " resistances, and subsequently can be made smaller for

idle state because power will be continuously drained with fRe same current drive. MTCMOS circuits can achieve several
useful work being done. orders of magnitude reduction in leakage currents through two

There have been several proposed techniques to help redi¢g s First, the total effective leakage width of the original
subthreshold leakage currents during standby modes. Examplesys circuit is reduced to the width of the single “off’ NMOS

include utilizing the stack effect, where one can reduce subsqisior (provided it is smaller than the original pulldown
threshold leakages by forcing series transistors to be simulig)  and second, the increased threshold voltage results
neously off, or using reverse body biasing to increase threshgld, " oy honential reduction in leakage currents. If the sleep

voltages [5]-{8]. However, the stack effect only gives limiteg, qistor is turned off even more strongly (reversed bias), even
reduction over leakage currents, and body biasing effectivengssy, ., leakage reduction can be achieved

reduces with technology scaling. Another approach that can b§,tcpmos s a very attractive technique for reducing sub-

quite effective at controlling subthreshold Ieakage_ C“rrentstﬁeshold leakage currents during standby modes because ex-
to use dual-threshold voltage technology. Highelevices can iging gesigns (especially combinational logic blocks) can easily
be used to reduce leakage currents while ivdevices can be be modified into MTCMOS blocks by simply adding high-

used Wheneyer h'gh performance is rquwe_d. The most _SFra'gﬁBWer supply switches. Furthermore, the processing required
forward application of dual4 technology is simply to partition provide an extra threshold voltage involves only an addi-
a circuit into critical and noncritical regions, and to only use faﬁronal implant processing step. However, serious drawbacks to

low-V; devices when necessary to meet performance goals [ igespread use of MTCMOS are that appropriate sleep tran-

This approach will reduce subthreshold leakage currents bothyjgy,, jzing becomes very difficult and that sequential circuits
the active mode and the standby mode, but may provide limitgg; ,se data when the power transistors are turned off.
leakage reduction if the circuit contains many critical paths. The

rest of this paper will explore two other dual-threshold voltagg MTCMOS Transistor Sizing Impact on Performance
circuits styles for reducing standby leakage currents in combi-

national logic blocks. MTCMOS is geared toward static logiga??)?ap;cizsr;flrsri]%r:jr:aelg(tjlngspl(i)r\:\:aearr“?t'—:essi;(t)o\gu\jva;:gr?ms/iezrelgeas i
design while dual-threshold domino logic is geared toward d y P

namic logic solutions, rVJ_ropriater. For a turned-on nMOS sleep transistor sized large
enough to ensure reasonable performance, the virtual ground
voltage will be close to actual ground, @ for the highd;
switch will be small, making the linear approximation very ac-
MTCMOS (multithreshold CMOS) is a dud; technology curate. Correct high4 sleep transistor sizing is a key design
that is very effective at reducing leakage currents in the standbgrameter that affects the performance of MTCMOS circuits.
mode. This technique involves using hightransistors to gate If sized too large, then valuable silicon area would be wasted
the power supplies of a low; logic block as shown in Fig. 1. and switching energy overhead between sleep and active modes
When the highV; transistors are turned on, the lo#-logic would be increased. On the other hand, if sized too small, then
is connected to virtual ground and power, and switching the circuit would be too slow because of increased resistance
performed through fast devices. However, by introducing da ground [12]. During the active mode, only the high-to-low
extra series device to the power supplies, MTCMOS circuitsansition is degraded by an nMOS series switch, whereas the
will incur a performance penalty compared to CMOS circuitspw-to-high transition is unaffected.
which worsens if the devices are not sized large enough. Wherwhen an MTCMOS block like the one shown in Fig. 2 is
the circuit enters the sleep mode, the highgating transistors discharging, and neglecting the parasitic capacitaticeany
are turned off, resulting in a very low subthreshold leakagi#arge flowing out of the lowé block will flow through the
current fromVgc to ground [10] [11]. Although both pMOS series sleep device and induce a voltage drppThis voltage

I1l. M ULTITHRESHOLD VOLTAGE CMOS TECHNOLOGY
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drop has two effects: first, |'F reduces the gate drive friagy _JI_OUT \(/{(; - ;:;/u 5 Load
to Vo — V4, and second, it causes the threshold voltage of TC Vi =-2V

the pulldown nMOS to increase due to the body effect. Both < ¥::::.62\)/
changes result in a decrease in the discharging current, whicl — E Linin = 0.25um
slows the output high-to-low transition. To maximize perfor- | T Voo
mance, the series transistor should be made as large as possib 2 7725
subject to area and switching overhead constraints. As one cor s > = Ijéro_s,_zs
tinues to scald’/c¢ to lower voltages, the effective resistance - ]

of the high¥; sleep transistors will continue to increase due to 5 Virwal Gnd

reducedV,; — V4, and thus even larger size series devices will Vec—CM T C,

be required to provide a small enough resistance. One can also
employ overdriving the gate to help turn on the sleep transistdig. 3. MTCMOS inverter tree.
more strongly.

The parasitic capacitance due to wiring and junction capaci-
tances on the virtual ground line shown in Fig. 2 actually helps
reduce the virtual ground line bounce by serving as a local
charge sink or reservoir for current. However, having a large
capacitance in itself does not offset the effects of a poorly sized =
sleep transistor. Since current is constantly switching through o
the sleep resistance of a complicated logic block, the parasitic _g’ 0.5

Output transient WIL = 12.5%, 25%, 37.5%, 50%

1.0 of total NMOS tree width J

WiL=12.5%

WIL=50%

capacitance would have to be prohibitively large to prevent S Virtual
an IR drop from developing over time. With a large time ground

constant, it will also take longer for the virtual ground node to
discharge back to ground if it does reach a large value. While
capacitance on the virtual power does help reduce transient
spikes in MTCMOS circuits, proper sleep transistor sizing is 90 1 1.4 1.2 1.3 1.5
still of utmost importance [12]. Time [nS]

Asillustrated in Fig. 2, MTCMOS logic blocks can also suffer
from a reverse-conduction phenomenon where current flofyg- 4 Transient response for— 1 transition.
backward from the virtual ground through the Id-nMOS
transistor and charges up the output capacitance, and vice v&Bgn the sleep transistor width is too small. Conversely, virtual
for a pMOS sleep transistor. More specifically, in the nMOground transients for the inpit— 0 transition are smaller, so
case, the virtual ground node can rise above 0 V so that anotRgfformance degradation is less than the previous scenario.
gate, which is supposed to be low, can experience reverse con- o
duction as the output voltage rises from 0 Wta This charging C- Vector Dependency on MTCMOS Sizing
current comes from the discharging current of other gates tranfor more complex MTCMOS circuits, the input vector and
sitioning from high to low, where a fraction of the dischargeesulting circuit discharge pattern plays a very important role in
current is actually bypassing the sleep transistor. As a result, thetermining worst-case circuit performance. For example, the
MTCMOS circuit is slightly faster because thg voltage drop worst-case pattern for a base CMOS design will not typically
is not quite as large as one would expect if all current floweadanslate to the worst- case pattern for an MTCMOS implemen-
through the sleep transistor to ground. Another effect of the rition because the MTCMOS circuit will be slowed down due
verse conduction, which pins output low voltaged1g is that to virtual ground bounce. Thus MTCMOS circuits will be more
a gate charging from low to high would be faster since it is abusceptible to input vectors that will cause large currents to flow
ready precharged t3,. The drawback is that the noise marginshrough the sleep transistors, whereas ordinary CMOS circuits
in the circuits are reduced, and in the worst case the circuit caill not be affected. When analyzing MTCMOS circuits, one

WiL=12.5%

WIL=50%

fail logically. cannot simply examine the critical paths in the circuit, but must
_ also consider all other accompanying gates that are switching.
B. Inverter Tree lllustrating MTCMOS Delay Because the worst-case delay is strongly affected by different

Fig. 3 is a typical inverter tree structure implemented in dfAput vectors and glitching behavior, it is very difficult to cor-
MTCMOS technology with an nMOS sleep transistor that cdigctly size the sleep transistor. In fact, to optimally size the sleep
be used to illustrate the effects of sleep transistor sizing #i@&nsistor, one would need to exhaustively simulate the entire
ground bounce and performance. The- 1 transition is espe- circuit for all possible input vectors and all sleep transistor sizes
cially slow because in the final stage, all nine inverters are dig-2]-
charging simultaneously, which causes the virtual ground line . o
to bounce significantly. Fig. 4 shows the virtual ground trarP- 8-Bit Carry-Save Multiplier Example
sient and reveals a gradual rise when the first inverter is dis-A larger MTCMOS circuit like ar8 x 8-bit carry-save multi-
charging and a sharper “bump” when the final stage is reach@der demonstrates the impact of input vector on circuit perfor-
The figure also shows how the output waveform slows downance. Because of size limitations, Fig. 5 shows ondy>a4
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Xa Xz X4 Xo TABLE |
Yo b =|5 CMOS DELAY, AND % DEGRADATION FORVARIOUS W/ L (SHOWN AS
\ 3 N\ 3 Ver = 1.0V PERCENTAGE OFTOTAL CIRCUIT NMOS W/ L) FOR TWO INPUT VECTORS
cc= I
v d] I] »Py Vip=-0.2V
1 Y \4(" i \CV___E Vin = +0.2V % Degradation | % Degradation
& x e Vinh = .6V Initiat Final Delay with with
¢ e L. =0.25um Xy XY CMOS WL = 5.4% WiL = 18%
=|\_ min -
Y2 h b ). 4 ik 0x 00 00 Ox FF 81 2.59 ns 15.4% 4.6%
< E + W Vector 1(larger currents): Ox 7F 81 Ox FF 81 2.58 ns 4.7% 16%
»P X=0000->1111
Y3 ) = 2 Y¥=0000->1001
+ \‘(+ + TABLE I
Vector 2(smaller currents): POWER/ENERGY CONSIDERATIONS FORMTCMOS MULTIPLIER
»P3 X=0111->1111
3 'Y .4 ¥=1001->1001
asima
1([{) \lj _‘; Dynamic Leakage Leakage Sleep Sleep
P7 3 g Circuit Switching Power Power Switching Switching
PG Pg P A Approach peE?glge‘:x . Active Mode | Sleep Mode ps:‘éﬂ . Brgraia’l:‘eeven
Fig. 5. Carry-save multiplier diagramd (< 4 bit shown). CMOS ~4e-12[J] | 1.5e-4[W] 1.5e-4 [W] NA NA
MTCMOS ~4e-12 [J] 1.45e-4 [W] 2.2e-9 [W] 3.1e-14 [J] 2e-10 [8]
WL 18%
350! A: X=00000000->11111111 |
. ¥=00000000->10000001
7 B: X=01111111->11111111 . . . .
4 Y=10000001->10000001 input vector for optimally sizing sleep transistors. However, to
> optimally size the sleep transistor would require exhaustive sim-
g 3,00} Vector A ] ulation of all possible input vectors, a task which is unrealistic
& for large systems.
Vector B The energy characteristics of the 8-bit multiplier are also sum-
marized in Table Il. For a standard lo\Wy-CMOS implementa-
2.50 ‘ ; tion, leakage power is a significant component of total power
0.0% 18% 36% dissipation, but can be reduced almost five orders of magnitude
Sleep Transistor WIL % by using high¥; gating devices (sized 18% of the to#&l/L)
0, H . . . .
[% of total effective NMOS Pulldown WIL] during the standby mode. The switching energy required to go
i . . from sleep to active mode is small compared to the energy sav-
Fig. 6. 8 x 8 bit multiplier delay versus %’/ L (shown as percentage of total . Id achi duri hel leak db
effective nMOS pulldowri¥’/ L) for different input vectors (SPICE). ings one could achieve during the low leakage standby state. For

example, the sleep mode switching overhead energy would have

version with a worst-case delay path highlighted. Because of tk&%en dissipated " only 200 pS du_rlng the high leakage condi-
on. As a result, in this example it makes sense to place the

regularity of this implementation, it is easy to see that one cril- itiolier in sl d tf il iod
ical path (many others exist) lies along the diagonal and bottdht! PN N SIE€Pp mode even atine-grain 1die periods.

row. However, two distinct input vectors that give the same deIaYV HIERARCHICAL SIZING ALGORITHM BASED ONMUTUAL
in a CMOS implementation can give very different results ina ™
MTCMOS circuit. The transition fromu(: 00, % : 00) — (z : FF, EXCLUSIVE DISCHARGE PATTERNS
y : 81) for example causes many more internal transitions in ad-Rather than searching for the worst-case input vector to exer-
jacent cells and thus is more susceptible to ground bounce tltége the worst-case discharge patterns in an MTCMOS combi-
the (c: 7F,y : 81) — (x : FF,y : 81) transition. The second input national logic block, another approach is to synthesize an appro-
causes a rippling effect through the multiplier, where only a fepriate sleep transistor size based on mutual exclusive discharge
blocks are discharging current at the same time. Fig. 6 shopetterns. Application of this sizing methodology will guarantee
how delay varies with th&// L ratio (expressed as a percentagthat the performance of a complex MTCMOS circuit will be
of the total multiplier nMOS pulldown width) of the sleep tranwithin a chosen percentage of the original CMOS version for
sistor for these two cases. all possible inputs, but the sleep transistor would be larger than
Table | summarizes some key values from the plot. For egptimum [13].
ample, if one wished to size the sleep transistor to provide lessThis new sizing methodology ensures that the overall
than 5% speed penalty for vectet, then one must size the MTCMOS delay will be met by requiring that each individual
sleep transistoV’/ L to be greater than 18% of the total effecgate will not degrade by more than a fixed percentage. For
tive W/L of the nMOS pulldown network for the multiplier. example, if one can guarantee that all elements degrade by no
On the other hand, if one were to examine vedBoithe same more than 5% during an MTCMOS implementation, then one
analysis could lead one to erroneously size the sleep transistan guarantee that any interconnection of MTCMOS gates will
width to be only 5.4% of the total multiplier nMO& /L, which  degrade by no more than 5% from its original CMOS coun-
would actually correspond to a 15.4% degradation in speed ferpoint. Furthermore, if only a single polarity sleep transistor
the previous case. Since input vector strongly influences delagsused, then roughly only half of the individual MTCMOS
in MTCMOS, it is very important to determine the worst-casgates will be degraded, resulting in an overall degradation
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of only 2.5% in performance for a balanced circuit. Forcing b L 7 V, Vs Vs
every single gate to meet a nominal performance measure _ _ _ . _ OUT, g
. . . . .. a
a much more demanding criteria than simply constraining V5T C e 020
the cumulative delay. However, in the context of MTCMOS RN > i\
circuits, it is much easier to implement this sizing strategy 3:.0.10 / ,
because one does not need to determine the worst-case in| : ,i'ri\ii','
vector pattern for the whole circuit. Instead, each individual ;-‘-000 f‘,A’:\%"
gate can be assigned it's own high-sleep transistor, whose ) 710 11 12 13 14 15
size can be locally determined through exhaustive simulations. time [ns]
Once the MTCMOS circuitiis sized with individual sleep tran- @) (b)
sistors, one can then systematically merge the sleep transistc Wl bl 15 o Iy
together because they can be shared among mutually exclusi'Nz c® s
gates, where no two gates can be discharging current at the sau 7020
time. Finally, these sets of sleep transistors can then be con g
bined to make a single sleep transistor for the whole circuit tha =0.10
guarantees that for any input vector, the MTCMOS circuit per- >
formance will be within the specified range of the corresponding 0.00
CMOS circuit. 10 1 12 [135] 14 15
A. Example of Mutual Exclusive Sizing Technique © 0.40 ()
Fig. 7 shows a simple circuit consisting of three chains of five 11 12 I8 la 15 o ly 5
low-V; transistors and illustrates how individually sized sIeep'Ne_Wc : g 0% b
transistors can be combined into a common power switch for o[>0 oo ey g 0.20
larger block of logic. Fig. 7(a) shows the first step in the tran- ¥ s
sistor sizing procedure, where individual sleep resistors (whicl > 040
model sleep transistors in the “on” state) are sized to ensure th R& Vi) *
no gate degrades by more than a fixed percentage. The over (") 0.000 15 20
degradation of the series degenerated gates will be less thant.._ time [ns]
individual gate degradation because the low-to-high transitions (e) ®
of I, and I, are not degraded by the nMOS sleep transisto 3 -6
Fig. 7(b) shows how the virtual ground lineg;( V3, andVj) E % case ¢ 25 . case ¢
for this circuit will fluctuate as a result of a rising step functiong 2| + €s€¢ %4 + casee )
applied to the input. a Q3 R
Fig. 7(c) shows how the original inverter tree’'s sleep re§
sistors can be replaced by only three resistors by utilizin 0 SR T
the same high4 switch for mutual exclusive gates. Inverters ° zereepZRresisthan cBeR[WI]Uk Sleep resistance W]

I, Is, I3, I, and I for example will never transition from h

high to low at the same times, and as a result can share a © )

common sleep transistor. In general, for a set ofiutually ex- Fig. 7. Inverter chain example showing the three steps for merging sleep

clusive gates with equivalent sleep resistanges-, -« -, 7y, ;es'smrso' ?'m“'?t')oi” g.afgm?t‘i“‘% = 1t-0 Vf Vi =h0.2iv, (g;v:'tool fF, ;

. . - 1.6, = 0.7 um. (a) Individual sleep resistors for each gate. irtual groun

the sleep.resrstors can be combined and repl_aced by a Slr&tﬁrce for (@R = 2, 4, 6, 8, and 10K. (c) Sleep resistor sharing for mutal

Teg = min(ry, ro, ---, 7). AS @ result, the virtual ground exclusive gates. (d) Virtual ground bounce for &)= 2, 4, 6, 8, and 10K.

bounce that each transitioning gate experiences will be tfge Sleep resistors combined through parallel combination. (f) Virtual ground
. . bounce for (e)? = 2, 4, 6, 8, and 10K. (g) Delay of gate 15 alone. (h) Delay

same, or smaller, than before. An added benefit of replaeing, input to output.

sleep resistors with a single one is that the subthreshold leakage

current will decrease approximately by a factormgfand also

the increased parasitic capacitance on the virtual ground lifi@tched to that of Fig. 7(g), which would give the same delay
can improve performance. behavior. In general, combining separate sleep transistors into a

In Fig. 7(e), the three separate sleep resistors from Fig. 7 i gIe.common.one will be beneficial. Thg in.creas.ed para;itic
can be replaced by a single resistor with three times the condtigPacitances will tend to speed up the circuit during transient
tance that now gates the entire circuit. Fig. 7(g) and (h) Sho\;i,g_tl\_/rty. Furthermore, because the larger resrstarices used m_the
comparisons of the delay versus sleep resistor size for th@&iginal subcircuits are replaced by a smaller resistance applied
two cases and illustrates how the resistance must be lowef@dn€ combined circuit, in many cases individual gates will be
by one-third in order to achieve the same performance. Anot{@ster than before.
way to view this relationship is to examine the virtual ground ) . )
transient response shown in Fig. 7(d) and (f). By scaling tife Sleep Transistor Sizing Algorithm
resistance by one-third for the case with a single global sleepThe previous example demonstrated how MTCMOS sleep
transistor, the virtual ground bounce shown in Fig. 7(f) can leansistors can be sized individually for each gate and then
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Xp X5 | Partial Products were able to reduce the 3é&iD-cell and 30 adder-cell sleep re-

Yo--¥s|  AND sistors into 21anD-cell and 15 adder-cell sleep resistors. The
total equivalent resistance for the multiplier then corresponded

r— P to 602 and 402 for 10% and 5% maximum degradation. The

merged resistance is a factor of two greater than the case where

O E=—r, no merging takes place, which corresponds to a factor of two
©, & Psg decrease in required sleep transistor width. The branches of this
9..,34_ B, Wallace tree structure were not completely balanced because

a > ! adder cells at inner levels of the tree could actually receive in-
§ = D D puts from two levels prior. Another implementation that bal-
£ G, Pe ances the paths more carefully would result in smaller sleep
% - transistor sizes from the merging algorithm.
a 9""0 Q}H : e
-F-—g Ps C. Hierarchical Sizing Methodology
&> 32%.- P Although the MTCMOS transistor sizing algorithm has been
presented at the gate level, it can be applied at many hierarchical
q;-l-ﬁ ——+ P3 levels of a circuit. The algorithm simply operates on generic
' and circuit blocks that are elements within a larger module, and each

D P block is assumed to have a local highsleep transistor that is

= Pf used for gating the power supply rails. These blocks can then be

Po combined together using the mutual exclusive sizing algorithm
described earlier. For example, blocks can represent individual
gates, cells within an array (like adder cells in a multiplier),

) or even modules within a chip (like a shifter or adder that are
shared among mutually exclusive gates, where no two gates ggftyally exclusive in an ALU). In all these cases, a gating sleep

be discharging current at the same time. The primary valuepfysistor can be shared among several different blocks if those
this technique is in the sleep transistor reduction step, becayg§-ks have activity patterns that do not overlap in time.
area of the sleep transistor is of primary concemn in MTCMOS | order to achieve the best results, one should initially use
circuits. One approach to develop a mutual exclusive set 9{jetajled simulator like SPICE to simulate as large a block as
gates in a circuit is to use a criteria based on the strucCtUssiple and to exhaustively determine the optimal sleep tran-
interconnections of the network graph. Assuming a unit del@ystor size. Next, the hierarchical merging technique can then
model for each gate, one can tabulate all possible times that gy, pplied to these existing blocks to synthesize an overall sleep
particular gate can switch. Mutually exclusive gates can thgRnsistor for the larger module, where determining a worst-case
be grouped together whenever there is no intersection betwggd),t vector would have been exceedingly difficult. Utilizing a
corresponding sets of times. This merging technique basedggrarchical approach to sizing the sleep transistors is very at-
mutual exclusive gate discharge patterns is most effective {pictive because detailed circuit complexity can be abstracted
balanced circuits with minimal glitching. Fortunately, a larggyay at the expense of accuracy. One limitation of sharing a
class of circuits fall into this category, especially since lesgngle sleep transistor among several distinct blocks is that one
glitching is attractive from a low-power point of view [14].  yyst also take into account the increased interconnect resistance
This sleep transistor sizing methodology based on mutual §%; p|ocks that are far away from the sleep transistor. As a re-
clusive discharge patterns is a generic technique applicablésift one may need to size sleep transistors larger than expected
LSl logic and was applied to@x 6-bit Wallace tree multiplier 4 compensate for the added interconnect resistances and may

shown in Fig. 8. The Wallace tree multiplier is a circuit that iSso need to widen the virtual ground wires to maintain perfor-
well suited for this algorithm because there are many mutuajlysnce.

exclusive gates that cannot transition at the same time. Initially,
the AND gates and the carry-save adder units (with representa-
tive loadings) were simulated in SPICE to determine optimal
high-V; sleep transistor sizes (actually equivalent resistancesMTCMOS circuits require the insertion of extra series
for each unit to give rise to a fixed degradation in performanckigh-V; devices which have no other purpose but to limit
To achieve a degradation of 10% and 5%, the CSA requirkshkage currents during the standby mode. However, these
sleep transistors with equivalent resistances of ¥8@hd 800 sleep transistors are difficult to size correctly, and being in
2, respectively. Likewise 10% and 5% degradation ofARe series with the pulldown—pullup path will always degrade
gates required equivalent resistances of 22@hd 13502, re- performance. Another style of dual-threshold voltage design
spectively. that addresses these issues is embeddediduadiic, of which
Next, the sleep transistor reduction and merging steps wehgal-; domino is a special case. In imbedded dualogic,
performed to give rise to an equivalent resistor that could gdtegh and low threshold voltages are assigned to the devices
the entire multiplier. By tabulating all possible time periods thatlready existing in a logic gate, thereby eliminating the need
each cell can transition using the algorithm described above, foe extra series switches. Furthermore, the transistor sizings of

Fig. 8. 6 x 6 Wallace multiplier.

V. DUAL-V; DoOMINO LoGIC
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Fig. 9. Embedded dudl; NOR gates with low}; devices shaded. Inputs are Cc4
shown to strongly turn off high4, devices for low standby leakage operation.

Phase2 Clk1

Fig. 12. Clocking methodology showing evaluate and precharge times.

four dynamic gates and four inverters, where the clock to down-
stream gates is tuned to match the flow of data. By delaying the
clock with the data propagation, one can eliminate the need for
nMOS footswitches in downstream domino gates (although it is
still required for the first gate in the pipeline stage).

Fig. 10. Dual¥; domino logic gate with low¥; devices shaded. A. Evaluate Mode
the high¥; devices are no longer impacted by the discharge Bgfore the dom!no gate in Fig. '10 enters the evaluate stage,
patterns of other circuits, as was the case for MTCMOS. Fig e internal node is precharged high, whilg,, Dy, 11, Clky,
shows two types ofioR gates in the imbedded du-circuit and Cllk,,; are all low. WhenClk,, goes from low to high
style, where existing devices are chosen to be high or IGWd data arrives o, the domino gate will quickly evaluate
V,, and gates can be placed in low leakage states. In ordetRePugh the lowl; nMOS devices in the logic network and
compensate for reduced speed, the Higltlevices need to be the low-V; pMOS of I;. Likewise the risingClk,, signal will
upsized, which can cause loading problems for previous stag@l§0 pass throughi, (fast pulidown) and/; (fast pullup) to-
Furthermore, one must be able to configure each gate in §#PPly the clocking signal to the next level of domino logic.
complicated circuit block with the correct input patterns duringh€ delay througl, and; are matched to the delay through
the standby mode, which may be difficult, if not impossible, fone Iog|g and inverting stages such that the next _dat:_:l arrl\{al is
certain gate configurations. Fortunately, dual-threshold voltafj@€d with the next evaluate clock. Finally, to maintain a high
domino solves both of these problems. internal node voltage during evaluation, tRetransistor needs
Dual-threshold voltage domino provides the performand@ SUPPly enough current to satisfy the leakage from theTpw-
equivalent of a purely low, design with the standby leakageMOS block. The main benefit of this du&l-domino approach
characteristic of a purely high; implementation [15]. Because howc_aver, is that during the evaluate_ phase, all transitions in the
of the fixed transition directions in domino logic, one can easifomino gate pass through loW-devices.
place the dual; domino gate into a low leakage state, and
can imbed high¥; devices in noncritical transition directionsB: Precharge Mode
without impacting performance. In effect, the ddgldomino During precharge, the behavior of the circuit is the exact
gate allows one to trade-off reduced precharge time for lowepposite, where the charging and discharging paths must pass
standby leakage currents. Dudl-domino methodology uti- through high¥; devices. By balancing the clock drivers,
lizes low threshold voltages for all transistors that can switchy with the precharge time anfl delay, the data zeroing and
during the evaluate mode and utilizes high threshold voltageleck precharge signal for the next stage will be closely aligned
for all transistors that can switch during the precharge modés.avoid contention as illustrated in Fig. 12. Because High-
Fig. 10 shows a typical dudf; domino stage, consisting of adevices perform the precharge functions, the precharge time
pulldown network, inverterij), leaker device 1), and clock is longer than for the case where all Id#-devices are used.
drivers (-, I3), with the low+/; devices shaded. As a result, the clock pulse width increases as one travels to
Fig. 11 shows how this domino gate can be used in a typicdwnstream gates in order to maintain alignment between the
pipe stage in a 2-phase clock-delayed domino methodology. Tirecharge transition and clock. Since precharge time is not in
pipe stage shows a logic depth of 8 gate delays, consistingtioé critical path, more time is available to finish the precharge
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Fig. 14. Pipeline sleep mode circuitry.
D. Simulation Results

transition, so using slower high devices is acceptable. To verify the functionality and benefit of dudf; domino
Furthermore, in the case where the evaluate clocks are not Sffic, simulation were performed on a representative pipeline
duty cycle, then even more time can be allotted for precharggage modeled as an inverter chain with four dynawair gates

In the traditional domino style where all domino gates arand four accompanying static inverters in an aggressive 0.18
clocked with the same clock (and nMOS evaluate switches grm technology. Thevor gate has eight inputs, each driving a
used to prevent contention), the entire precharge clock canfamout of 3 load. These wide gates are a good representative of

utilized for each gate. domino circuits, because domino technology is most effective
for gates with wide, rather than deep, pulldown networks. The
C. Standby Mode experimental circuit has the exact same structure as shown in

Figs. 10 and 11. Simulations were performed on three circuit

When a duall; domino logic stage is placed in standbyariants with the exact same transistor sizings: an alllgwle-
mode, the domino clock needs to be high (evaluate) in ord&gn, an all highV; design, and a dudl; design. As predicted,
to shut off the highV, devices. For example, the prechargéhe low-V; delay is significantly faster than the high-one.
pMOS device, theP, leakage device, thé, pMOS, thel; However, the dual; has a fast evaluate time on par with the
nMOS, and the/; nMOS all need to be turned off strongly inall low-V; design, but has a slow precharge delay on par with
order to reduce leakage currents during the idle state, as shétall high¥; design.
in Fig. 13. Furthermore, to ensure that the internal gate nodeThe performance benefit of low; domino is most apparent
remains at a solid 0, the initial inputs into the domino gatat lower voltages, wherE, is on par withV¢. Fig. 15 shows a
must be set high. Otherwise, the internal node could float, andmparison of low¥;, high-V;, and dual¥; delays as a function
cause short circuit currents in the following inverter. All nodef the operating voltage, shown in the graph as a percent devi-
voltages within the domino gate are thus actively driven durirajion from the nominal’cc operating point. Clearly, the trend
the standby mode, and all high-devices are strongly turnedshows how lowV; and dualV; benefits are most effective at low
off, yielding low subthreshold leakage currents. voltages. For example, at40% deviation (lowVg), the re-

Fig. 14 illustrates how to place a more complicated datapaibiction in delay over a high; implementation is 44.5%, while
consisting of several pipeline stages into standby mode. The fitsis only 24.1% at+20% deviation (hightcc). Interestingly,
step is for the control circuitry to finish computing any instructhe dualV; circuit delay is actually faster than the all-lovg-
tion in the pipeline so that no data is lost. Next, both phasdsvice in all cases, and this can be attributed to the fact that
of the domino pipeline are placed in sleep mode by gating thl@ring switching, the pulldown network has less leakage con-
clocks to a logic “1” so that all gates are in the evaluate modntion from the off pMOS device in the dub}-case.

Last, the first level inputs to the beginning of the pipeline must Fig. 16 on the other hand shows a plot of precharge delay as
also be gated to a logic “1,” which will cause all subsequefiinction of operating voltage. Precharge delay was measured as
gates in the pipeline to evaluate in a cascaded fashion. Thethe delay between the fallinglk line at the input of the block
sultant datapath will thus be in a low leakage state where #lthe falling edge (precharged state) of the final block output.
high-V; devices are strongly turned off. As can be seen in the figure, the Id#-implementation has a
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future technologies. As long as loWg and low Ve dynamic
logic can be made to work, then it will be beneficial to use
the dual¥; domino methodology. Although it has little effect
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Fig. 17. Leakage current faflk = 0. on active leakage power, dui]-domino significantly reduces

standby leakage, which can play an important role in many ap-

_ 1000 plications where waiting times are long. Furthermore, switching

2 to standby mode using this methodology has low overhead be-

2 100 | r/;.—f-——- GHVT cause one only needs to gate the clocks and then assert the initial

'f alVT inputs into the pipeline. As a result, this power down mode can

g 10¢ oDVT also be effective at fine grain control such as for inactive mod-

§ ules within a chip like a multiplier or divider.
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This paper presented several dual-threshold voltage circuit

Fig. 18. Leakage current f@rlk = 1. technigues that can help reduce subthreshold leakage cur-
rents during standby modes for combinational logic blocks.

fast precharge delay, while the high-and dual¥; circuits have MTCMOS was shown to be an effective standby leakage
virtually identical but much larger delay times. Again, since thgontrol technique for static logic, but difficult to implement

precharge delay is not in the critical path, this will not affect théince sleep transistor sizing is highly dependent on discharge
overall circuit speed. patterns within the circuit block. A hierarchical transistor sizing

Simulations were also performed to verify the leakage ben@ethodology based on mutual exclusiye discharge patterns was
fits in the dual¥;, design. Two scenarios are explored: one whef@€n presented that gives a computationally tractable, although
the circuit is stalled in the precharge mode with the data inpt OPtimum, solution for MTCMOS sleep transistor sizing.
zeroed, while the second scenario is where the circuit is staliE@iS methodology provided an upper bound on the sleep tran-

in the evaluate mode with all data inputs activated. As describ&§tor size needed to guarantee a specified performance level
earlier, the proper dudl; standby mode is the latter case. compared to the original CMOS counterpoint. Finally, a special

Figs. 17 and 18 illustrate two different components dfase of imbedded dual- applied to domino logic was pre-
leakage reduction seen in the dddl-standby mode case. Se€nted, which took advantage of the fixed transition directions
First of all, by holding the circuit in the evaluate mode rathdp domino logic to provide the performance benefits of an all
than the precharge mode, the leakage will be reduced beca@¥sV: design yet still maintain the low subthreshold leakage
the leakage path in each gate is through a single off pmogaracteristics of an all high; design during the standby
rather than eight off nNMOS transistors in parallel. Thus leakag&°de. Dualv: domino logic avoids the sizing difficulties and
currents are reduced slightly in all three cases. For the Hualinherent performance penalty associated with MTCMOS, and
case, the greatest benefit of holding the circuit in the evalugt@n Pe used extensively throughout a domino datapath. Since

mode is that the leakage path will be through a HiglpMOS subthreshold leakage currents will become an increasingly
device. As can be seen in Fig. 18, the diaimplementation dominant component of overall power consumption in future

leakage is comparable to the leakage of the Highimple- technolo_gies, dual—thrfeshold vqltage cirpuit techniques will
mentation, both of which are an order of magnitude less thRiY an important role in future circuit design.

the low+; case. Another interesting phenomenon shown in
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