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Abstract—We present design-for-low-power techniques for benefit of reduced power consumption is increased reliability
register-transfer level (RTL) controller/data path circuits. We  of VLS| circuits. Reducing either average power consumption
analyze the generation and propagation of glitches in both the or peak power consumption has its own merits. For example,

control and data path parts of the circuit. In data-flow intensive . . . .
designs, glitching power is primarily due to the chaining of 2vVe€rage power consumption is related to battery life, while

arithmetic functional units. In control-flow intensive designs, on Peak power consumption is related to packaging and cooling
the other hand, multiplexer networks and registers dominate costs. In this work, our goal is to minimize average power
the total circuit power consumption, and the control logic can  consumption.

generate a significant amount of glitches at its outputs, which Most savings in power consumption can be obtained through

in turn propagate through the data path to account for a . . . .
large portion of the glitching power in the entire circuit. Our & combination of various techniques at different levels of the

analysis also highlights the relationship between the propagation design hierarchy. Several design and synthesis techniques have
of glitches from control signals and the bit-level correlation been proposed for power optimization at the technology [1],
Pet‘r’]"e_e” d?rt]at sL?nalst. tBasgd O”I_tt:‘f analysis, we det‘_’ethransistor [2], physical design [3], and logic [2] levels of the
echniques that attempt to reduce glitching power consumption : - : :
by minimizing propagation of glitches in the RTL Gircuit. design hierarchy. In this wqu, we concgntr{:\te on tech_nlql_Jes
Our techniques include restructuring multiplexer networks (to O reducc_a power consumption in RTL circuits. Such circuits
enhance data correlations and eliminate glitchy control signals), can be either manually generated by designers, or synthesized
clocking control signals, and inserting selective rising/falling from behavioral specifications by behavioral synthesis tools.
delaysl,l n Orger to kil tlhe Propgg_a_tuon of glitches from cont:jol On the architectural power estimation front, a method based on
as well as data signals. In addition, we present a procedure . ; . . -
to automatically perform the well-known power-reduction a uniform white noise mode! of §|gnal statistics was presented
technique of clock gating through an efficient structural IN [4]. A more accurate estimation method based on a dual-
analysis of the RTL circuit, while avoiding the introduction of  bit-type model was presented in [5] and [6]. The use of
glitches on the clock signals. Application of the proposed power entropy as a measure of average switching activity, and its
optimization techmques to _several RTL circuits shows significant use in high-level power estimation was suggested in [7] and
power savings, with negligible area and delay overheads. [8]. More recent work on high-level power estimation has
Index Terms—Clock gating, controller/data path, glitch, low- pheen described in [9] and [10]. Early work in architectural
power design, multiplexer restructuring, power comsumption, power optimization was presented in [1] and [11]. In [1]
register-transfer level . . '
the use of architectural parallelism was proposed based on
data path replication and pipelining to enable supply volt-
I. INTRODUCTION age scaling for power reduction. A methodology that used

EDUCING power consumption in very large scale inte? variety of architectural transformations to reduce power
Rgrated (VLSI) circuits has become important for sever&Pnsumption was presented in [11]. In [12], switching activity
reasons. Mobile or portable electronic devices, which alreaf}ftrics were used to reduce power consumption in bit-serial
account for a significant portion of all consumer electronicdgital filters. Optimizing memory-dominated computations for
sold, are battery-driven. Reducing power consumption in tiR@Wer consumption was addressed in [13] and [14]. Tools for
various components of such systems prolongs the life BPWer estimation and design space exploration at the behavior
the batteries, which is highly desirable. Excessive powtivel were presented in [15]. In [16], module selection and
consumption also leads to an increase in chip packaging dtgelining were used to combat the performance degradation

cooling costs, which increase the total system cost. AnotHBat results from reducing the supply voltage. Methods for
performing allocation and assignment in order to minimize
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peak power consumption during behavioral synthesis, basedo@n applied only to the control and random logic parts of a
genetic search, was described in [24]. Techniques for softwalesign for which it is feasible to extract the STG. The focus on
power estimation and optimization were presented in [25]. clock gating in this paper is on: 1) techniques to automatically
A popular class of power optimization techniques, callegerform clock gating efficiently using RTL information and
power management [26], is based on the observation that @ptavoidance of glitching activity on the clock signals when
all parts of a circuit perform useful computations in any givealock gating is performed.
clock cycle. Power management techniques at the registerin this paper, we present analysis and optimization tech-
transfer and behavioral levels have been proposed in [2fifjues to reduce glitching power consumption in RTL circuits.
and [27]-[31]. While power management techniques and olinese techniques attempt to reduce glitching power consump-
RTL glitch-reduction techniques share the basic motive théon by minimizing propagation of glitches from control as
they both try to eliminate unnecessary switching activity, theyell as data signals through the RTL circuit. Our techniques
significantly differ in the way they achieve power reductiorinclude restructuring multiplexer networks, clocking control
when they can be applied. The main difference arises fragignals, and inserting selective rising/falling delays, in order
the fact that our RTL glitch-reduction techniques do not reli kill the propagation of glitches from control as well as data
upon the existence of idle components or parts of the circusignals. The key features of our glitch-reduction techniques
Even when all parts of the circuit are used in each clock cyclae as follows: 1) they do not rely upon the existence of
glitching power may be significant and hence our techniquigle periods for components in a design, i.e., they are also
may be applicable. applicable to designs with complete or near-complete resource
The importance of eliminating glitches in the design of digiutilization and 2) they target power consumption in all parts of
tal VLSI circuits has been recognized for a long time. Avoidinthe design, including multiplexer networks and registers, not
glitches or hazards is known to be of great importance just functional units.
asynchronous circuit design and the design of digital-to-analogThis paper also contributes to the area of automatic clock
and analog-to-digital converters. Several studies have reporgading insertion at the RTL. While clock gating is known
the importance of considering glitching power during powdp be a very effective technique for saving power, one of
estimation and optimization [32], [33]. The extreme sensitivitihe associated design pitfalls it carries is the introduction of
of glitching power to process variations has been pointgitches on the clock signal. We present an efficient procedure
out in [32] and [34], where it was shown that the switchingo perform RTL clock gating while ensuring that there will be
activity and power consumption due to glitches vary mudho glitching on the clock signal. Unlike the techniques in [36]
more with process variations than the other components atd [37], which require the STG of the circuit, our technique
power dissipation. The design of a multiplier with significantlylerives gating conditions for register clock inputs based on
reduced glitching power consumption was described in [35}. structural analysis of the RTL circuit and, hence, can be
However, very few automated design and synthesis techniq@gplied to the data path registers as well.
exist for reducing glitching power consumption in general The rest of this paper is organized as follows. Section I
circuits. At the architecture and behavior levels, most previoilistrates the impact of glitch generation and propagation
work on power estimation and optimization ignores the effectdrough detailed power/activity profiling of an example RTL
of glitching. In particular, the effect of glitch propagatiorcircuit, and motivates the glitch-reduction techniques presented
across the boundaries of blocks in the architecture has fiithis paper. Section Ill analyzes the generation and propa-
been considered. While accurate library modeling approactggion of glitches in RTL circuits. This analysis leads to an
[6] can be used to account for the effect of glitches withidnderstanding that forms the basis for our glitch-reduction
architectural blocks, they typically assume that inputs to thetgehniques that we present in Section 1V. Section IV describes
blocks are glitch-free. techniques to reduce glitching power consumption in RTL
Most previous work at the architecture and behavior levetdcuits by minimizing the generation and propagation of
has also sought to focus on data-flow intensive designs, wheliéches through different blocks of the circuit. For the purpose
arithmetic units like adders and multipliers account for most 6f illustration, each technique is considered separately and ex-
the total power consumption. However, our experiments witiained through examples. Later, a procedure is presented that
control-flow intensive designs reveal that the power consumadtomatically applies the various glitch-reduction techniques
by the functional units constitutes a small fraction of the tot&4 RTL circuits. Section V presents a procedure to automati-
power consumption, while multiplexer networks and registef&lly apply clock gating at the RTL through efficient structural
can consume a major part of the total power for such desigAgalysis, while avoiding the introduction of glitching on the
Our experiments also show that a large part of the regis@gted clock signals. Section VI describes the experimental
power consumption arises due to transitions on the registemgthodology and design flow used for evaluating the proposed
clock input. The technique of gating clocks has been used tgghniques, and presents results on several RTL circuits.
designers for a long time to selectively turn off parts of a
system [9], [26]. Methods to automatically detect conditions
under which the clock inputs to all the registers in a design can
be shut off, based on identifying self-loops and unreachableWe motivate our work through the analysis of an example
states in the state transition graph (STG), were presentedRAL circuit shown in Fig. 1, which computes the greatest
[36] and [37]. However, the techniques in [36] and [37] canommon divisor (GCD) of two numbers. The inputs are

Il. MOTIVATION
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Fig. 1. The RTL architecture of the GCD circuit.

applied atXIN and YIN, and the GCD is written into TABLE |

registerOUT PUT. Since the number of cycles required for POWER CONSUMPTION IN VARIOUS PARTS OF THE GCD Qrecuit
computing the GCD depends on the input values provided, Block Power Consumed

an additional output signaRDY indicates when the result (% of total)

is available inOUTPUT. This circuit was derived from a Functional units 9.08

behavioral description of the GCD algorithm. The high-level ﬁ:;‘i‘::’:sl“’g‘c 349'6575

synthesis system SECONDS [38]-[40], was used to perform Multiplexers 14670

resource allocation, scheduling, and assignment to result in
the RTL circuit shown in Fig. 1. The circuit consists of one
functional unit—subtracter, twequal-to (=) comparators, accurate glitch filtering using inertial delay model, etc. It
oneless-than(<) comparator, registers, multiplexer trees, thgy currently being used for gate-level sign-off at NEC USA
controller finite state machine (FSM), and the decode logigrinceton, NJ).
The decode logic generates the control signals that configurerable | provides the split up of the total power consumption
the multiplexers in the circuit. We refer to the controller FSMhto separate figures for the functional units (subtracter and
and the decode logic collectively as the control logic of théirree comparators), random logic (controller FSM and decode
circuit. The logic expressions implemented by the control logjegic blocks), registers (including power consumed due to
are also shown in the figure. Literals)—r4 represent the clock transitions), and multiplexers. It indicates that most of
decoded present state lines from the controller. Liter@ls the power consumption is in the multiplexers and registers.
10, andcl5 represent results of the three comparators in ti8imilar figures were observed for several circuits that imple-
circuit. mented other control-flow intensive and mixed specifications.
The RTL circuit shown in Fig. 1 was mapped to the NEC In order to get a feel for the glitching activity in the
CMOS6 library [41]. An in-house simulation-based poweGCD circuit, we collected data on the transition activity
calculation tool, CSIM [42], was used to measure powevith and without glitches in various parts of the design.
consumption in the various parts of the design. CSIM hdhe transition activity without (excluding) glitches can be
been calibrated with SPICE and benchmarked within 10®fptained by simulating the circuit under a zero-delay model.
of SPICE. The power and delay models for individual liThe simulations were performed using input vectors that were
brary cells used in CSIM were constructed using SPICE. derived from the test bench for the behavioral specification.
incorporates several state-of-the-art gate-level power simul@ble Il shows the total bit transitions with and without
tion techniques, including state-dependent power modelirglitches for all the control signals, and selected data path
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z
ARCHITECTURE 1 ARCHITECTURE 2
Power Consumption: Power Consumption:
Without glitches: 823.9 uW Without glitches: 951.7 uW
With glitches:  1650.2 uW With glitches:  1357.7 uW
(@ (b)
Fig. 2. Alternate architectures that implement the same function: effect of glitching.
TABLE I Example 1: Consider the two RTL architectures shown in
ACTIVITIES WITH/WITHOUT GLITCHING FOR VARIOUS SIGNALS OF THE GCD Fig. 2(a) and (b). Both architectures implement the simple
Signal Activity function: if (x < y) thenz = c + d else z = a + b. ARCHI-
With GL | Without GI. TECTURE 2 uses more resources tharCHITECTURE 1 since
Control Signals the former uses two adders as opposed to one adder for the
conir(0] m 70.5 latter. Based on the number of operations performed, a metric
“’”ir[;} 33 gé that is commonly used to estimate power consumption at the
ing:H © 50 behavior and architecture levels, it seems #REHITECTURE
(:'O'ILt7'[4] 7 20 2 would consume more power thaRCHITECTURE 1. This
contr[5] 555 s4 conclusion is ;upport_ed by power estimation results which
contr[6] 22 27 do not take glitches into account. However, when accurate
contr(7) 50 20 power estimation that also considers glitches is performed, it
contr(8] 55.5 54 turns out thatARCHITECTURE 2 actually consumes 17.7% less
contr{9] 77 70.5 power thanARCHITECTURE 1.

Data Path Signals The above observation can be explained as follows. As we
dp2[7..0] | 715 215 shall see in Section I, the comparator generates glitches at
pr[;"g] 11921 26 its output though its inputs are glitch-free. In the case of
dp;h“o} 1044'2 ;‘71; ARCHITECTURE 1, these glitches then propagate through the
D . . . .
dpo[7.0] | 3215 80.5 two multiplexers to the inputs of the adder, which causes

a significant increase in glitching activity and hence power
consumption in the two multiplexers and the adder.Al
signals! Control signalcontr[i] feeds the select input of the CHITECTURE 2, though the comparator generates glitches as
multiplexer marked[¢] in Fig. 1. Similarly, data path signal before, the effect of these glitches is restricted to the single
dpi corresponds to the output of the multiplexer markgd multiplexer. [ |

in Fig. 1. Clearly, a significant portion of the total transition

activity at several signals in the circuit is due to glitches. i
Another interesting observation is that several control signals ) i i
in the GCD circuit, like contr[2] and contr[4], are highly " this section, we analyze the generation and propaga-
glitchy. We will later analyze the generation of glitches offo Of glitches in RTL circuits. This analysis leads to an
control signals, and illustrate that control signal glitches cafderstanding that forms the basis for our glitch-reduction
have a profound effect on the glitching power consumption ffchniques that we present in Section IV. For clarity, we
the rest of the circuit. illustrate glitch generation in the data path blocks (functional

The following example illustrates how ignoring glitches caiits, comparators, and multiplexer trees) and in the control

be misleading and result in designs that are suboptimal in terfigic separately.
of their power consumption.

. GLITCH GENERATION AND PROPAGATION

A. Glitch Generation in Data Path Blocks

1CSIM counts eacth — 1 or 1 — 0 transition as half a transition. his followi leill hat d h block
Hence, the transition numbers that are reported throughout the paper ma)T Is following example illustrates that data pat OCKS can

be fractional. generate a significant amount of glitches.
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2382.5/994.5 36.5/36.5 181.5/129.5 1791.5/984.5 Fig. 4. (a) Implementation of control signabnt:[2] and (b) generation of
glitches at gate~1.

Fig. 3. Glitch generation in various data path blocks.

) . N Example 3: Consider the RTL circuit shown in Fig. 1 once
Example 2: Consider the elements shown in Fig. 3—a suby,.in et us focus on control signatntr[2], which is highly

Bga
tract_er, an _equal-to comparator, a Iess-_than comparator, ‘j@ﬁfjchy according to the statistics of Table Il. The portion of
a 3:1 multiplexer tree—as representative data path blogs, yecode logic that implements this control signal is shown
for studylng glitch gengranon. Note that registers do n Fig. 4(a). We observe that though the inputs are largely
generate glitches at their outputs. Each block was mappedyf - free significant glitches are generatecdub gatesGl

the NEC CMOS6 ”bf?‘ry' and then simulated under long inp hd G2. After careful analysis, the generation of glitches was
sequences that consisted of random vectors. We measumda%uted to two conditions:

total number of bit-transitions (including glitches) at the block - . .
- . C1) Arrising transition on signat1 was frequently accom-
outputs and the number ofero-delay transitions (i.e., the . . . )
o . . panied by a falling transition onll. Thus, the rising
number of transitions not counting glitches). The block outputs . . .,
transition onz1 and the falling transition orll are

in Fig. 3 are annotated with the results, where the numbers highlv correlated

indicate transitions with and without glitches, respectively. gnly ¢ N . . .
A L . : C2) Transitions on signatl arrive earlier than transitions

The results clearly indicate significant generation of glitches on signalell

in various data path blocks. In the equal-to comparator, no o ] ) ) -
glitches were generated due to the fact that all its paths aré=ondition C1 arises due to the functionality of the design:

balanced. However, even in such cases, wiring delays drgst of the time_s when state is entered (rising transition on

disturb the balance of delays and thus cause generation®d} the comparisons evaluated by the comparators feeding

glitches. m andclo evaluate to zero, changing from one in the previous
When data path blocks like those shown in Fig. 3 astate. On the other harlld,' condition C? is a result of 'the

connected together, the glitthes generated by the varigiglay/temporal gharaqterlgtlcs of the design. These COI’l.dItIOHS,

blocks propagate through the following blocks, causing fr@Ptured graphically in Fig. 4(b), lead to the generation of

several situations, as illustrated later, an explosion in glitch@&iches at gaté&x1, that propagate to control signadnir[2].

and glitching power consumption. The techniques presentdgsimilar explanation holds for the output of gaf& being

in this paper attempt to control the propagation and explosiSHtChy- u

of glitches by killing most, if not all, of the glitches at various Ex@mple 4: For this example, we will use a portion of an
locations in the circuit. RTL circuit that is a preprocessor for a barcode reader. We

shall focus on a particular control signalpntr[1], whose
implementation is given in Fig. 5. Signaléate[2], state[l],
and state[0] are fed by the FF's of the controller. Signal8
Though the control logic itself accounts for only a smathnd z4 represent decoded state signals, w8.(z4) assumes
portion of the total circuit power, it has a significant role ira logic value of one if and only if the controller is in state
the total circuit power due to its ability to generate glitches of4), or equivalently,state[2] - - - state[0] assume the values
the control signals, and the effects of glitchy control signa&l1 (100). Signalse3, x4, and control signakontr[l] are
on the rest of the circuit. Hence, it is important to study hownnotated with their transition counts including and excluding
the control logic generates glitches, a topic that has not beglitches. The figure indicates that the output of gét& is
addressed in the previous work on power optimization at tihéghly glitchy even though glitches do not occur at its inputs.
architecture or behavior levels. The inputs to the decode lodit order to explain the generation of glitches at gats,
within the control logic are fed by the outputs of comparatorsnsider the partial state transition graph for the controller that
and the state flip-flops (FF's) of the controller. The outpuis shown in Fig. 6(a). The figure indicates a loop involving
of the control logic include the control signals fed to the datstatesss and s4. This results from avhile loop in the VHDL
path. The previous subsection has already demonstrated thetiavioral specification. Since this loop is the innermost loop
the outputs of comparators can be glitchy. The glitches on tamong all loops in the behavioral description, it is executed
comparator outputs can propagate through the control logidarge number of times. Thus, the state transitions fegm
and cause glitches on the control signals. The control logiz s, and from s, to s; are frequently executed. Fig. 6(b)
can also generate a lot of glitches even if its inputs are glitchhows how the inputs and output of gat& vary under
free. The aim of this section is to illustrate and analyze throughese two state transitions. A transition framto s, causes
examples the generation of glitches in the control logic.  a rising transition on signadtate[2], and falling transitions

B. Glitch Generation in the Control Logic
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139.5/41.5

statef2] >
state[1] >

contr(1]

statef0] [C>——=

Fig. 5. Implementation of control signalontr[1] in the Barcode RTL Fi_g. 7. Effect of de_lta _signal correlations on propagation of control signal
circuit. glitches: example circuit.

1 A. Reducing Glitch Propagation from Control Signals

”‘_@l As shown in Sections Il and IlI, significant glitches can
X4_l_ contr(1]

e be generated on control signals. We have also seen from
' Section Il that these glitches can propagate through the other
Q I U— parts of the circuit, causing significant power dissipation. Our
”:B aim is to stop glitches on control signals as close to their
x 1 comtt] source as possible in order to reap the maximum benefits in
@ b) terms of power savings. We iII_ustrqte each qf our tec_hniques
separately through examples in this subsection. We integrate
ztig. :t.eC(?) Partial STG foBarcode controller and (b) generation of glitches these techniques into a single power optimization framework
gatets. in Section IV-C.
1) Glitchy Control Signals and Data CorrelationgConsider
on signalsstate[l] and state[0]. These transitions in turn the circuit shown in Fig. 7. A multiplexer selects between
cause rising and falling transitions on signals and z3, two 8-b data signalsA and B, depending on whether the
respectively. However, the rising transition op arrives later expressionX < Y evaluates tdrue or false The output of
than the falling transition om;, since the delays of invertersthe multiplexer is written into a register. Since we know a
@1 and G2 are reflected in the former, while the delay ofess-than comparator generates glitches at its output, the select
inverter GO is not reflected in the latter. This results in &ignal of the multiplexer is glitchy. In control-flow intensive
1-0-1 static hazard or glitch at the output of gafés, as designs, it is often the case that the control signals are late-
shown in Fig. 6(b). Similarly, a controller state transition fromriving and on the critical paths, whereas the data signals are
s4 10 s3 leads to a rising transition owz and a falling relatively early arriving (this occurs especially in designs that
transition ONx4 such that the former transition arrives Iatereontain an abundance of conditional assignment Statements)_
This again leads to glitches at the output of g&fe as shown | sych situations, it may be possible to significantly reduce
in Fig. 6(b). B glitching activity at the output of the multiplexer by exploit-
In general, glitches are generated at the control signals dqg spatial correlations between its data inputs, as explained
to the simultaneous presence of the following two conditiongext.

1) Functional: Correlation between rising and falling tran-  The glitches on the select signal of the multiplexer in Fig. 7

sitions at two or more signals that feed a gate. _ propagate to its output. In order to study this propagation,
2) Temporal: The controlling to noncontrolling transition consider the gate-level implementation of a bit-slice of the
arrives earlier at the gate’s input. multiplexer that is shown in Fig. 8(a)—(d). The four figures

represent the cases when the relevant Hitsand B; assume
values of(0, 0, (0, 1}, (1, 0), and(1, 1), respectively. In each
figure, the multiplexer output is annotated with the number of
In this section, we describe our techniques to reduce glitdfansitions with and without glitches, in accordance with our
ing power consumption in RTL circuits by minimizing theysual notation. In thé0, 0 case, glitches on the select signal
propagation of glitches through different blocks of the circuits are killed at theanp gates@1 and G2 due to controlling
Several glitch-reduction transformations/techniques suited dpje inputs that arrive early. When the data inputs (aret),
specific scenarios are presented in Sections IV-A and IYtitches onS do not propagate through gat@l, but do
B. For the sake of illustration, each technique is presentg%pagate through gate§2 and G3. A similar explanation
separately through examples. Section IV-C provides a unifying|ds when the data inputs af&, 0). Finally, when the data
procedure that automatically applies all the glitch-reductiqﬂputS arg1, 1), glitches ons propagate through gaté€&l and
techniques to RTL circuits. G2. The output of the multiplexer is glitchy as a result of the
interaction of the glitchy signal waveforms@fl andG2. The
exact manner in which the waveforms interact depends on the

2A controlling value at a gate’s input determines the value at the gaté_;gopagatlon and 'r"ert'al d.elays of the various W|r?5 and gates
output independent of the values at the other inputs to the gate. in the implementation, which are modeled by the simulator that

IV. GLITCH REDUCTION TECHNIQUES
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X ZERO OUTPUT

Data input correlations:
<X,QUTPUT> =0.76
<X,ZERO> = 0.77
<QUTPUT,ZERO> = 0.99

Fig. 9. Effect of adding the consensus term on glitch propagation.

we used to obtain estimates of switching activity and power
consumption.

There are many ways of preventing the propagation of
glitches for the(1, 1) case. One way is to insert a buffer, whose
delay is equal to the delay of invert&f0, at the fanout branch
of S that feeds gaté&72. Ideally, the insertion of the buffer
should result in complementary waveforms at the outputs ﬂ&. 10. Multiplexer restructuring to enhance data correlations: (a) initial
(G1 and G2 that cancel each other out, i.e., result in a steadyultiplexer network, (b) abstract 3:1 multiplexer, and (c) restructured net-
one at the output of the multiplexer. However, this solutio§°rs-
will depend on the exact propagation and inertial delays of

the gates and wires in the circuit. Moreover, S|Ight variatiortﬁe probability of the data inputs bemg7 ]_> is above a
in circuit parameters due to process variations can invalidggespecified threshold. In Section IV-C, we discuss how to
the effect of path balancing. Another possible solution, that Wigdiciously choose multiplexers in the design to which we

consider more robust, is to add an extra gate as shown in add consensus terms so that the power savings obtained are
Fig. 9. Ge realizesA; - B; which is the consensus &f - A; maximized.

and$ - B;, and hence its addition does not change the functionNote that with the addition of the consensus term, glitches
computed by the output. When the data inputsdtel), Ge¢  will not propagate from the select signal to the multiplexer
effectively kills any glitches at the other inputs 6f3 that output if the data values are correlatdd, (0) or (1, 1)), else
arrive after the output of7c settles to a one. For all otherthe glitches will propagate to the multiplexer outputs. We next
input cases, the output @fc evaluates to a zero and previoushow how to restructure a multiplexer tree so as to maximize
explanations hold. Simulating the implementation of Fig. 8ata correlations and, hence, minimize propagation of glitches
validates that glitches on the select signal do not propag#tem select signals of multiplexers.
to the output any more when the data inputs @rel). For ~ 2) Enhancing Data Correlations by Restructuring Multi-
the circuit of Fig. 7 alone, addingzc to the multiplexer plexer Networks:Consider the 3:1 multiplexer network feed-
implementation results in a 17.5% decrease in total powiag register OUTPUT in the GCD circuit of Fig. 1. The
consumption. tree of 2: 1 multiplexers is shown in Fig. 10(a). Functionally,
There is a power overhead incurred in adding the gate baskd multiplexer tree can be thought of as an abstract 3:1
on the consensus term due to its own power consumptionultiplexer, as shown in Fig. 10(b). The conditions under
and the overhead of having a three-inmRr gate in place which OUTPUT, X, and ZERO are selected are repre-
of a two-inputor gate. Thus, this transformation is appliedented a€oyrpruT, Cx, andCy g ro, respectively. Note that
to multiplexers with glitchy select inputs only when theCoyrpur, Cx, andCy pro must be mutually exclusive. The
arrival time at the data inputs is smaller than the arrivalumulative switching activities with and without glitches are
time at the select signal by a prespecified margin, and whenown for various signals in the figure.
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WHITE  VIDEO WITE WHITE ~ ZERO circuit. As illustrated in Example 4 of Section Ill, the select
ypeo signal of the second multiplexer in Fig. 11(a) that implements

ZERO
88.5/88.5 37.5/37.5 the expressionr3 + x4 is glitchy. An alternative implemen-
ZERO Cipeo=X3 Copo  Coomo=x5 w VIDEO > EXp ' + s g Y. p .
- Cor tation of the 3:1 multiplexer network, that does not require
139.5/41.5 Cueo 88.5/88.5 the use of any glitchy select signal expressions, is shown in

wire + Cuaco Ceo =43 Fig. 11(c).

4) Clocking Control Signals to Kill GlitchesWhen all the
methods presented so far to reduce the effect of glitches on
control signals do not help, we use the clock signal to kill
glitches on control signals that feed either select inputs of
multiplexers, or function select inputs of arithmetic-logic units

We recall, from our earlier discussions in this section, thghLU’s). Let us assume that the design is implemented using
glitch propagation from control signals through a multiplexeising-edge-triggered FF's and a single-phase clock with a duty
is minimized when its data inputs are highly correlated (agycle of 50%. However, our methods can be extended with
suming the addition of the consensus gate to the multiplexglight modifications to more complex clocking schemes as
implementation when necessary). This observation can be uggdl. Our technique is illustrated in Fig. 12(a)—(c). Consider
to reduce glitch propagation from control signals feeding e 2:1 multiplexer shown in Fig. 12(a), that is part of the
multiplexer network by restructuring it, as explained next. RTL circuit implementing the controller for an unmanned auto

Given the abstract representation of the 3:1 multiplex@ehicle (UAV) [43]. The conditions for selecting ERO and
network in Fig. 10(b), there are several possible implemea1 are C;pro = 3 - ¢ andC.y = x3 - ¢5, respectively.
tations which enhance correlations of the data inputs to the this case, bothC;zro and C.,;, are glitchy due to the
multiplexers in the tree. For this example, select sighakro  generation of glitches in the less-than comparator that gener-
is observed to be glitchy, leading to propagation of glitches taes signat5. Thus, multiplexer restructuring transformations
the output of the first 2: 1 multiplexer in Fig. 10(a). Note thaghat eliminate glitchy control signals cannot be applied here.
data signalOUTPUT and ZERO are highly correlated at Fig. 12(b) shows the modified circuit after clocking the select
the bit level. Hence, in order to minimize the propagation gfignal to the multiplexer. The original select signakisoed
glitches onCz g ro through the multiplexer tree, we transformwith the inverted clock. We refer to the output of thied gate
the multiplexer tree to the implementation shown in Fig. 10(cas the clocked select signal. This ensures that for the first half
such that the highly correlated data signal&’TPUT and of the clock period, when the clock is high, the output of the
ZERO become inputs to the first 2:1 multiplexer. Thisanp gate is forced to zero in spite of the glitches on its other
significantly lowers the switching activity at the output ofnput. Fig. 12(c) shows example waveforms for the clock, the
the first 2:1 multiplexer to 26/20 from 345/20 originally.original select signal, and the clocked select signal. The select
Multiplexer restructuring can also help to eliminate glitchyhput to the multiplexer in Fig. 12(a) and (b) is annotated with
select signals as discussed next. the activity with and without glitches. The switching activity

3) Restructuring Multiplexer Networks to Eliminate Glitchyaumbers in the figure show that clocking the control signal
Select Signals:Consider again the 3:1 multiplexer tree andignificantly reduces its glitching activity.
its representations shown in Fig. 10(a) and (b), respectively.The technique of clocking control signals needs to be
The implementation in Fig. 10(a) uses only two of the signaigpplied judiciously due to the following reasons. By clocking
from the set{Covrrur, Cx, Czero}. In general, in order the control signal, we are preventing it from evaluating to
to implement an abstraet: 1 multiplexer withn data inputs its final value until time7’/2, whereT is the clock period.
and n select inputs as a tree of 2:1 multiplexers, it can b@ general, this could lead to an increase in the delay of the
shown that anywhere betweétog, n] andn—1 of the select circuit, if the control signal needs to settle to its final value
conditions can be used to generate the expressions for begore7’/2 in order to meet the specified timing constraints
select signals for the 2:1 multiplexers in the implementatioat the circuit outputs. It is possible to derive a shifted clock
depending on the exact structure of the implementation. Itwsaveform such that the required arrival time of the control
possible that among the set of select signals to an absirdct signal being clocked is not violated. However, this involves
multiplexer, some carry a lot of glitches in their implementaexactly matching the required arrival time at the control signal
tions while others do not. Similarly, as shown in Example 4 afnd the shift imparted to the clock, which is best done after
Section Il it is possible that certain expressions involving thayout [35]. We apply the technique of clocking control signals
select signals of the abstragt 1 multiplexer can be glitchy conservatively, i.e., only when the required arrival time at the
even though the individual signals are not. Our aim, thereforntrol signal is greater thai’/2 by a specified margin of
should be to restructure the multiplexer tree in such a wagfety. Another problem that can be caused by clocking control
that as few of the glitchy select inputs to the abstractl signals is that of introducing extra transitions on the control
multiplexer (or combinations of select signals that are glitchgjgnal under certain conditions. Consider a situation where the
as possible are used. This concept is illustrated by the negntrol signal remains at a steady one over a pair of clock
example. cycles. By forcing the control signal to zero in the first half

Consider the 3:1 multiplexer network that is shown iwf both the clock cycles, we are actually introducing extra
Fig. 11(a). This network is part of thearcode reader RTL transitions on the control signal, which can lead to increased

[
=x3+x4
(@) (b) (©

Fig. 11. Eliminating glitchy control signals: (a) initial multiplexer network,
(b) abstract 3:1 multiplexer, and (c) restructured network.
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Fig. 12. Clocking control signals to kill glitches: (a) initial multiplexer network, (b) multiplexer network with clocked control signal, anohfitg seaveforms.

power consumption. Thus, the scheme presented in Fig. 12(b)
leads to most power savings when the probability of the control
signal evaluating to a one (signal probability) is low. On the
other hand, if the probability of the control signal evaluating
to a one is very high, an alternate scheme can be used to cloc
the control signal byring the original control signal with the
clock. This forces the clocked control signal to a one in the ¢
first half of the clock period, as opposed to zero in the case

of the first scheme, avoiding extra transitions on the clocked
control signal when it evaluates to a one.

B. Minimizing Glitch Propagation from Data Signals

The previous subsection outlined several ways in which the
propagation of glitches from control signals can be reduced

. P ig. 13. (a) Example circuit, (b) multiplexer bit-slice with selective delays
to save power. The data signals to a circuit block can also E@E (@) ’ (b) raute Y

rted, and (c) implementation of a rising delay block.

glitchy, as seen in Section Ill. In this subsection, we present
several techniques to restrict propagation of glitches on data_ ) ) o N
signals. which can be achieved by delaying the rising transition at

1) Glitch-Reduction Using Selective Rising/Falling Delayghe output ofG0 (.5). In other words, we would like to add a
Consider the example circuit shown in Fig. 13(a). A 2:1rising transition delay” to the output a0 (5). Similarly, to
multiplexer selects between the outputs of two adders, and fR&imize glitch propagation through gaf& when there is an
multiplexer’s output is fed to another adder. This is a situatig¥frly rising transition ats, it is desirable to delay the rising
that occurs commonly in RTL designs that employ daf#ansition on the fanout branch ¢f that feedsanp gate G2.
chaining. As shown in Section Ill, adders generate glitchédnce we wish to delay selected (either rising or falling, but not
even when their inputs are glitch-free. Thus, the data inplgth) transitions at certain signals, we refer to the technique
to the multiplexer have glitches, which propagate throug¥ selective delay insertion. The selective rising delay blocks
the multiplexer and then through the third adder, causirje represented by the shaded ellipses shown in Fig. 13(b). A
significant power dissipation. We propose a technique call@@ssible implementation of a rising delay block, that uses one
selective delay insertiothat can be used to cut down theAND gate and a delay element, is shown in Fig. 13(c). The
propagation of glitches through the circuit, as follows. delay element is constructed using either a series of buffers

Consider the gate-level implementation of a bit-slice of ther inverters added to the input. The implementation uses the
multiplexer as shown in Fig. 13(b). Both the data inputs to tHact that a falling transition at any one input of anDp gate is
multiplexer are glitchy. Consider a pair of consecutive clockufficient to force the output to zero, while, on the other hand,
cyclesg; andg» such that the select signal to the multiplexethe latest arriving rising transition among all the inputs will
makes al — 0 (falling) transition fromgq; to ¢. If the trigger a rising transition at the output. Under a simplified
falling transition atS is early arriving, there will be an early delay model ofd; ns for the delay block and; ns for
rising transition at the output of gatgo0 that implementsS. the AND gate, it can be seen that a rising transition at the
Consequently, the side input 6f1 will become noncontrolling input is delayed by(d; + d2) ns, while a falling transition is
early, allowing the data input glitches to propagate througtelayed by onlyd; ns. Sinced; is typically large compared
(G1. This propagation can be minimized by ensuring that the d,, the slight increase in propagation of glitches due to
side input to G1 remains controlling as long as possiblethe additional delay ofl, ns imparted to the falling transition
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\ /

is far outweighed by the savings obtained for the case of a \ /
rising transition. A selective falling delay block is similar to
the circuit shown in Fig. 13(c), except that theD gate is

y c20

replaced by aror gate. Y Cy . Y

Applying the above technique to the example circuit shown  ¢20 Coop €20

in Fig. 13(a) results in a 15.4% decrease in overall power c, \0 1/—C,pp
consumption. The following three conditions need to be con-

sidered when inserting selective delays. First, a selective delay (@) (b) (©

block comes at a price .m terms of the power it COhSLI.qu%g' 14. Using multiplexer restructuring transformations for glitchy data
Thus, the expected savings must be large enough to justfyhals: (a) initial multiplexer network, (b) abstract 2: 1 multiplexer, and (c)
this overhead. Second, inserting a rising delay block leadsregtructured network.

a reduction in the propagation of glitches through a multiplexer

only in the clock cycles in which there is a rising transition \ /

at the delay block’s input. Thus, the probability of a rising
transition at the signal where we desire to insert a selective
rising delay block should be high. Third, to ensure thaf ‘
inserting the selective delay block does not increase thg / \ c20 CLOCKED ﬂ
delay of the circuit, we insert the delay block only on selec Cao 0

signals that have sufficient slack. Note that for an entire
b multiplexer, it suffices to have only one selective rising

delay each at the select signél and its complementS.
To allow this low-cost solution, we use am-b selector

instead of a multiplexer (a selector implements the function Co I :

. . . Activity at Signal MUXOUT. -
S - A+ S5, B) The t_wo select signalsS{ and S;) are Before Clocking C.., : 910.5/285.5 1 CLOCK PERIOD
generated explicitly outside the selectorasnd S. After Clocking C.,, : 536/285.5

2) Effect of Multiplexer Restructuring Transformations on
Glitchy Data Signals: Multiplexer restructuring transforma-
tions can also be used to reduce the propagation of intchesE
data signals. We illustrate this concept using a small portion
of the GCD RTL circuit, which is shown in Fig. 14(a). The ] ) ] ]
subtracter's output:20, has a lot of glitches which propagateorc’blem- As. described in the previous subsectlon_, we force
through the multiplexer shown in the figure, and also throu%qe control S|gnal to take a particular 'value for the first hglf of
the logic that is fed by the multiplexer. Let us assume thH1€ c_Iock perloc_i. In order to _furth_er illustrate this technique,
signalY” is glitch-free. Fig. 14(b) shows the equivalent abstra€Pnsider the circuit shown in Fig. 15(a). The subtracter’s

2:1 multiplexer. We utilize the fact that there might be sever@HtPut ¢20, which is glitchy, feeds the data input of a 2:1
instances when the value of the select signal dor't care multiplexer. As shown in the figure, this results in significant

i.e., whenC.o + Cy is not a tautology. In Fig. 14(a) the dlitches at the output of the multiplexer. Clocking select signal
zero-input (i‘.e.,c20) is selected whenevefy evaluates to C.o0 alleviates the problem as explained next. Since the value

zero. That includes not just the off-set @f-, but also the set ON the select signal to the multiplexer is forced to zero for
of don't careconditions. In this case, the behavioral synthesi@€ first half of the clock period, the multiplexer selects the
tool specified the select signal to zero in all tlen't care value of data |np,utY for this dur_at|on. Thus, the. glitches

conditions in order to simplify the control logic. We carP" the_subtracters output are killed at the muluplexer for
utilize the don’t care conditions by selecting the less g"tchyapproxmatgly the first half of the CIO,Ck pengd. _For th,'s,

data input of the multiplexer in thelon't care cases. The example, th!s leads to a large decrease_ln the g_lltchmg activity
transformed implementation of the 2:1 multiplexer that i@t the multiplexer output, as shown in the figure. Sample
shown in Fig. 14(c) illustrates this idea. By having the glitchy@veforms for the clock, original select signal, and the clocked
data inputc20 as the one-input of the multiplexer, and thu§€'€ct signal are shown in Fig. 15(b). Again, as mentioned
forcing the select signal to b8..o, we ensure that the glitchy before in this subsection, it is important to consider the

data input is selected as infrequently as possible, reducing {ﬁ%u'Led arrival time at ”;]e seleclg signal to ”thg mu(;UpIe(;(er
propagation of glitches to the multiplexer output. and the extra transitions that can be potentially introduced on

3) Clocking Control Signals to Kill Data Signal Glitches:(€ clocked select signal before applying this technique.

When the techniques presented above to handle glitchy data ) o

signals are not applicable or not adequate to reduce glitép- Algorithms for Application of RTL

ing power consumption, we utilize the concept of clockin§litch-Reduction Transformations

control signals to kill data signal glitches. For example, when The previous two subsections described the various RTL
both the select and data inputs to a multiplexer are glitchsansformations that we use to minimize the glitching power
and multiplexer restructuring transformations fail to eliminateonsumption in RTL circuits, and the conditions under which
the glitchy select signal, we resort to clocking to solve theach technique is applicable, with the help of illustrative

(@) (b)

ig. 15. Clocking control signals to kill data signal glitches: (a) example
it and (b) sample waveforms.
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Procedure RTL_GLITCH REDUCTION(RT L _circusit)
{
COLLAPSE_MUX_NETWORKS(RT L_circuit);
LEVELIZE_CIRCUIT(RT L_circuit),
level « 0;
while (level < MAX_LEVEL(RT L _circuit)){
activity_stats <+ COLLECT_ACTIVITY_STATISTICS(RT L_Circuit);
delay_stats + COLLECT_DELAY_STATISTICS(RT L_Clircuit);
for (each node RT L_node at level){
GR _Transform(RT L _node, activity_stats,delay_stats);
}
level + +;
}
}

Procedure GR_TRANSFORM(RT L_node, activity_stats, delay_stats)
{
switch (RT L _node.type){
case MUX: // multiplexers feeding FUs or Registers
CREATE_MINGLITCH_MUX_TREE_LEVEL (RT L_node, activity_stats, delay_stats),
case CONTROL: // MUX select signals, ALU function selects
CLOCK_CONTROL_SIGNALS(RT L_node, delay_stats);
}

}

Procedure CREATE_MINGLITCH-MUX_TREE_LEVEL (MU X _node, activity_stats, delay_stats)
{
dota_input_list « list of all nodes feeding data inputs of MU X node;
while (data_input_list # ¢){
Select (best_tnpl, best_inp2) such that
GLITCH.ACTIVITY _ESTIMATE(best_inpl, best_inp2) is minimum;
New 2x1_MUX + CREATE_2X1 MuUx(MUX node, best_inpl, best_inp?2);
INSERT_SELECTIVE_DELAYS(New_ 221 MU X, activity_stats, delay_stats),
ADD_CONSENSUS_GATES(New_2z1_MU X, activity_stats, delay_stats);
New_control_node <— CONTROL node corresponding to New 2x1_MUX;
CLOCK_CONTROL_SIGNALS(N ew_control _node, delay_stats),

Fig. 16. Glitch-reduction procedure overview.

examples. In this section, we describe a systematic procedfmethe purpose of obtaining an efficient tool implementation,
to apply these transformations in an integrated manner itds necessary to carefully instrument the interfaces between
an RTL circuit, in conjunction with a switching activity andthe tools. These integration details are provided in Section VI.
delay estimator. We would like to emphasize that the focus The pseudocode for the top-level procedure that applies the
here is not on estimation of switching activity and delaywarious glitch-reduction transformations to an RTL circuit is
but on the integration of the various transformations in shown in Fig. 16. The circuit is assumed to consist of an
single framework that is driven by activity/power and delainterconnection of RTL blocks or nodes that could represent
estimators. In our framework, we use an in-house logic-levedgisters, multiplexers, control nodes, or functional units. Note
power simulator, CSIM [42], to provide activity statistics, andhat functional units could include arithmetic units such as
an RTL static timing analysis tool [40] to provide timingadders and subtracters, comparators, or vector logic operators.
estimates. For the purposes of this subsection, we treat 8iace our transformations focus on the reorganization and
activity analysis tool simply as a subroutine that we call imodification of multiplexer networks and control logic, the
order to obtain signal statistics, including signal and transitidinst step performed is to identify the multiplexer networks and
probabilities, correlations, glitching activities, etc. Similarlycollapse them into an intermediate form for further processing.
the timing analysis tool is treated as a subroutine that is calledProcedure OGLLAPSE_Mux_NETWORKS traverses the RTL

to obtain arrival and required time information at the signals afrcuit and collapses all multiplexer networks into abstract
interest. However, in terms of computational efficiency of the: 1 multiplexers, as described in Section IV. The circuit is
tool implementation, some of the biggest bottlenecks arise deeelized by ordering blocks in forward topological order, from
to the communication and iterative use of these tools. Henggimary input/register output to primary output/register input.
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The activity and delay estimators are first called in order tevels in the final circuit. This is because all nodes at a level
compute signal statistics and arrival/required times at selectedy be transformed independently using the delay and activity
signals. information obtained from the previous call to the respective

Application of the glitch-reduction techniques to a node iastimators. The RTL delay estimator that we employ is based
the RTL circuit affects signal statistics and glitching activitieen a topological traversal that is linear (in practice) in the
at all other nodes in its transitive fanout. In order to take theumber of components in the RTL circuit, since it uses look-up
above dependency into account, we traverse the RTL circtable techniques to compute the delay of chained components.
in increasing order of levels in order to apply the glitchThe power simulator that we use to report activity statistics has
reduction transformations. The netlist update and executiartomplexity that is linear in the number of events encountered
of the activity/delay estimator is performed in an incrementduring the simulation. While there exist pathological cases of
manner in order to avoid the high computation time to perforgircuits in which a large number of events could be generated,
activity/delay analysis from scratch. Details are provided im practice we have observed from our experiments that its run
Section VI. At each level in the circuit, we call procedurdime also scales close to linearly with the size of the circuit
GR_TRANSFORM() on each node or component at that level. being simulated.

Procedure @ TRANSFORM reduces glitch generation and The above complexity analysis, however, is of limited value
propagation at a given node in the RTL circuit. As mentiondd our scenario since the constant overheads involved in
in the earlier sections, our focus is on transforming thiatertool communication, creation/updating of interface files,
multiplexer and control nodes to reduce power consumetc., may dominate the total computation time. We use two
tion. For multiplexer nodes, we have developed a procedusehniques to achieve efficient intertool communication in
to apply all the transformations described in the previowr framework—incremental netlist update, and restricting
sections in an integrated manner, which we call procedutee analysis tools to only work on the relevant portion of
CREATE_MINGLITCH_Mux_TREE_LEVEL. If the given node is the circuit. These are described in further detail with the
a control node that generates one or more control signals, @xperimental methodology in Section VI.
apply the consensus gate insertion and control signal clocking
transformations to reduce glitching activity at the control
signal. V. REDUCING REGISTER POWER CONSUMPTION

Procedure @EATE_MINGLITCH_Mux_TREE _LEVEL works BY GATING CLOCK INPUTS TO REGISTERS
as follows. If the current node is an: 1 multiplexer node, pro-  We observed in Section Il that registers are responsible for
cedure ®EATE_MINGLITCH_MuUX_TREE_LEVEL decomposes a significant fraction of the total power consumption. A large
the n: 1 multiplexer by extracting a set of 2:1 multiplexerpart of the register power consumption, in turn, is due to
that constitute one level of the corresponding multiplexer treie transitions on the clock inputs to registers. We present
such that glitching activities at the outputs of the creatadchniques to automatically perform clock gating efficiently
2:1 multiplexers are minimized. In other words, procedungsing RTL information, while avoiding glitching activity on
CREATE_MINGLITCH_MUX_TREE_LEVEL decomposes an ab-the clock signals and satisfying timing constraints.
stractn : 1 multiplexer into|n/2] 2:1 multiplexers feeding  Methods to automatically detect conditions under which the
an [n/2] : 1 abstract multiplexer. We attempt to minimize thelocks can be shut off based on identifying self-loops and
glitching activity at the output of the various created 2:linreachable states in the state transition graph were described
multiplexers by first grouping data inputs so as to eliminaia [36] and [37]. The distinguishing features of our work
glitchy control signals, maximizing data input correlations, anglith respect to the previous technique of gating clocks are
using select glitchy data inputs as infrequently as possibbes follows: 1) we identify separate gating conditions for each
After that, procedure REATE_MINGLITCH_MUX_TREE_LEVEL register in the circuit, which can lead to greater opportunities
automatically determines which bit-slices, if any, of eacfor gating clocks and 2) our procedures, which are based on a
created 2:1 multiplexer to add the consensus term to, whisttuctural analysis of the given RTL circuit, are applicable to
bit-slices to add selective delays to, and whether to clock th# the registers of a design, including the data path registers.
control signals that feed the select inputs of the created 2The techniques presented in [36] and [37] require the STG of
multiplexers. the circuit and hence can be applied only to the control logic

The complexity of the RTL glitch-reduction procedure magnd random logic parts of a design.
be determined as follows. The complexity of collapsing the The basic technique of gating clocks to registers is illus-
multiplexer networks, levelizing the RTL circuit, and traverstrated in Fig. 17. In the circuit in Fig. 17(a), we note that
ing it in order to apply the transformations to each componetfte register reloads its previous value when the less-than
are all linear in the number of vertices and edges of tlmmmparator's output is zero. Hence, whenever the comparator
graph representation of the RTL circuit. The complexity abutput evaluates to zero, the clock input to the register can
applying the procedure & TRANSFORMat a multiplexer node be suppressed from making a transition. For this example, we
is O(I?) wherel is the largest number of inputs to an abstrag@ssume that the design is based on single-phase rising-edge-
multiplexer (this is due to the search for the pair of inputsiggered FF's. Fig. 17(b) shows two candidate schemes to
that results in a new 2: 1 multiplexer with minimum glitchinggate the clock input to the register. We refer to these schemes
activity at its output). The number of times the delay estimatas scheme Jand scheme 2respectively. The rationale behind
and activity estimator are called is equal to the number s€heme 1is that the register clock input would be forced to
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Fig. 17. Gating clock inputs to registers: (a) example circuit, (b) two candidate schemes implementing gated clocks, and (c) sample waveforms.

a zero whenever the output of the comparator evaluates to
a zero, thus suppressing the unnecessary transitions on the
clock. The reasoning foscheme 4s the same as fascheme

1, except that the register clock input is forced to a one
whenever the comparator’s output evaluates to zero. Thus, an
initial analysis suggests that both the schemes are equivalent.
However, the schemes impose different timing constraints on
the clock gating signal. In order to illustrate why, consider the
sample waveforms shown in Fig. 17(c) for both the schemes.
For scheme 10 work, we require that the comparator’s output
evaluate to zerdefore the clock edge riseisg., att = 0. This  Fig. 18. Deriving clock gating conditions for registers.
is not possible since the new inputs to the comparator are

applied only att = 0, and the comparator obviously requiregying  reveals the exact set of conditions under which
a finite nonzero delay before its output is stable. Hesckeme .1, register needs to load a new value. In general, the
1, when implemented exactly as shown in Fig. 17, does ngking conditions thus obtained are in the form of expressions
work when timing considerations are taken into account. QR q|ving the present state of the controller and also the outputs
the other handscheme 2will work as long as the gating o comparators that evaluate the various conditions in the
condition stabilizes before half the clock period. behavioral description.

Scheme Df Fig. 17 can be enhanced by inserting a trans- pjternatively, if only the RTL description of the design is
parent latch at the signal representing the gating conditigﬂ,en, we use the following procedure to derive the gating
beforeAnDing it with the clock signal [26]. While this incurs -gnditions. For each register, we analyze the multiplexer
the overhead of an additional latch, it enables us to apghgtwork that feeds it to determine whether the register’s output
clock gating as long as the gating condition settles withig fed back as one of the data inputs to the multiplexer
the complete clock period. Thus, in some situations, thtwork. Note that the presence of such a self-loop from a
enhancedcheme Inay be more advantageous theheme 2 register’s output back to its data input is typical in manually
The techniques presented later in this section to derive timgssigned RTL circuits as well as RTL circuits produced by
constrained clock gating conditions are equally applicable wifigh-level synthesis tools. The conditions under which this
both enhancedcheme Jandscheme 2the only difference is self-loop is logically activated are also those under which
the timing constraint passed to the procedure. One possitig register retains its previous data value. We traverse the
strategy that can be used to combine the two schemes isggath through the multiplexer network starting at the identified
a) apply scheme 2vhen either the gating condition deriveddata input to the multiplexer network and ending at the output
without regard to timing constraints arrives before half thef the multiplexer network that is connected to the input of
clock period, or when it is possible to derive a reduceghe register. We then compute the condition for this path to
gating condition (as described later in the section) withobke activated, in terms of the select signals connected to the
significantly reducing the gating signal probability and bhdividual multiplexers along the path. The condition that the
apply the enhancedcheme 1In other situations. path is activated can be written as thenjunction of the

In order to gate the clock input to a register, we first neesbnditions that each multiplexer along the path selects the
to compute the set of conditions under which the registen-path input.
does not need to load a new value. These gating conditiongExample 5: Consider the register and multiplexer tree feed-
can be easily obtained during behavioral synthesis if theg it shown in Fig. 18. Assuming that we are ussgheme 2
design is synthesized from a behavioral description. Lifetimghown in Fig. 17, the gating condition for the clock input to
analysis, that is used during behavioral synthesis for resouthe register isontr[0] - contr[1]. ]
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Now consider the general case, where a register in an RTL
circuit has a self-loop passing througl? : 1 multiplexers in a spec.
multiplexer network. LetSely, Sels, ..., Sel, represent the
conditions under which the multiplexers in the path that forms
the self-loop select the on-path inputs. Note thal; is either
equal to the control signal that feeds the select input of the
corresponding multiplexer, or its complement, depending on
whether the on-path input is the one-input or zero-input to the
multiplexer. The gating condition for the register clock can
then be written asSely - Sels --- Sel,.
Since the logic to compute the select signals to the variogi§. 19. Experimental methodology.
multiplexers in the multiplexer network is already imple-
mented, we only need to add the logic required to invert theansition to multiple registers can be suppressed only if all
control signals where necessary, and compute the conjupé-the individual gating conditions are satisfied. Hence, the
tion of the individual conditions for each multiplexer in thenumber of transitions suppressed at the clock inputs to some
path. The above procedure to derive gating conditions do&fsthe registers, when we use a merged gating condition, may
not guarantee that the required timing constraint (the gatibg less than the number of transitions that could have been
condition should stabilize within the first half of the clocksuppressed by using individual gating conditions.
period for scheme 2 or within the complete clock period
for enhancedscheme )Lis met. Failure to meet the required VI. EXPERIMENTAL RESULTS
timing constraints can lead to the generation of spuriousWe present results of the application of the proposed power-
transitions on the clock inputs to registers. This not only causésluction techniques to seven RTL circuits implementing:
additional power consumption, but can also cause the registegD, a barcode reader preprocessBarode) [44], the
to load incorrect valuesOne possible solution to get aroundcontroller for an unmanned auto vehicle (UAV) [43], a vending
this problem is to clock the design slower. Alternatively, inachine controller {endor) [45], a line-drawing process
is possible to explore the possibility of changing the dufpat is part of a graphics controller chip [46fraphics),
cycle of the clock while maintaining the same clock period® transmitter process that implements part of the X.25 com-
However, these schemes involve either a performance pen&tynications protocolX25) [38], and a circuit that computes
or a change in the initial clocking scheme, both of which maiie dot product of two vectorD¢t_Prod). All the circuits
often be undesirable. except the last one are control-flow intensive designs, whose
In order to ensure that the required timing constrainfehavioral descriptions contain nested data-dependent loops
are met, we augment the above procedure as follows. Affd conditionals. The last circuibg¢t_Prod) is a data-flow
computing the expression for the gating condition as explainéiensive design, and has been included to demonstrate the
in the previous paragraph, we first check using an initigieplicability of our glitch-reduction techniques to such designs
implementation whether the arrival time at the gating conditicts Well. The gate-level implementations of these circuits range
is less than half the clock period. If this condition is not metn size from around 550 gates to around 2000 gates, and
we derive areducedgating condition which is guaranteed tocontain between 28 and 85 FF's.
satisfy the timing constraint. The expression for the gating The design flow used for our experiments is shown in
condition is first converted to a sum-of—produ@é‘:l Prog. Fig. 19. The initial RTL circuits were obtained by synthesizing
The high-level delay estimator, FEST [40], is used to deteYHDL behavioral descriptions using the SECONDS high-level
mine the arrival times at the signals representing each prod@¥fthesis system [38]-{40]. The high-level synthesis system
term. A subset of the product terms Prad identified such optimizes performance (average or expected number of clock
that the largest arrival time among the product terms plus tR¥cles) during scheduling as well as the clock period during
delay of the logic required to compute tbe of the selected resource sharing. Thus, all the RTL circuits that were syn-
terms is less than half the clock period. We would like tf1€sized can be considered to be optimized for performance.
mention here that heuristic methods to obtain a reduced cobépreover, we did not allow our power optimization tool any
for the gating condition were presented in [36]. However, trdack over the minimum clock period that the initial RTL
aim there was to minimize the overhead required to synthesfiEcuit could satisfy. With looser performance specifications,
the logic implementing the gating condition, while our primaryve believe that the power savings attained by our glitch-

goal is to eliminate terms that cause the initial expression fgduction transformations could be higher, since we would be
violate the timing constraint. able to apply transformations to larger parts of the cirduit.

While our procedures derive a separate gating conditiorfHowever, it should be mentioned that since most of our techniques are

for each data path register, it is possible to combine tigeite low-overhead, and add only a minimal amount of circuitry, applying
our RTL glitch-reduction techniques even with an unconstrained clock period

93“”9, conditions for a group of registers into a S'ngle gat'%uld not increase the clock period of the original circuit very significantly.
condition that can be used to gate the clock input to all th@nversely, even if a large slack in the clock period is available, only a

registers in the group. The benefit of such merging is thgpall part of it is utilized for powewersusperformance tradeoffs using our
gliteh-reduction techniques. Thus, other power optimization techniques, such

Itis pos&blg tp Sl_JppreSS unnecessary transitions In partSaQ upply voltage scaling or gate sizing, can also be used to exploit power
the clock distribution network as well. However, the clockersusperformance tradeoffs in such cases.

Functional
Simulation




1128 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 18, NO. 8, AUGUST 1999

RESET Y
\°_1/ Z/E”"X R0 X Y
L-1 [=1 [<]
cl10 c9 c15
I s
NEXT T DECODE
Loaic £ CONTROL A
SIGNALS €20 - ( Restructured
222&&9: i110+ x3 ZERO ,/' ONE ZERO (multiplexer trees

contr{1] = x0
contr{2] = x0+x1.c11 +x3.c10
contr{3] = x0+x1.c11
Zicontfdl = x3010 o~ )
,“ cor_wtjz‘S]= X1.671.675 + %2615 fxs.ﬁr:'}g
1 contrf6] = x0+ x4
1 contrf7] = X1.671 + x2 +x3.c10
! contrf8] = x1.c11.c15 + x2.c15 + x3.610.c15
I} contr{9] = x0 +x1.m.c15+x2.c15+x3.c1_0.c15 +Xx4

Moditied control signals
( Selective delays

Registers with
_gated clocks

Fig. 20. The resultingaCD circuit after the application of our power optimization techniques.

The RTL circuits were mapped to the NEC CMOS6 [41flesign to simulate the scheduled behavioral description using
library, and the mapped gate-level netlists were simulatéae VHDL simulator, VSIM [48], and obtain a cycle-by-cycle
using CSIM [42] to determine glitching activity and signalnput vector trace. The above step is especially important
statistics of various signals in the circuit. As mentionetbr control-flow intensive designs where, unlike data-flow
earlier, the CSIM power estimator incorporates several statetensive specifications, the number of clock cycles required
of-the-art gate-level power simulation techniques, includirntgp perform the computation varies depending on the input
state-dependent power modeling, accurate glitch filtering usimglues. The cycle-by-cycle input vector trace was used both
inertial delay model, etc. The simulation results are passtmt collecting information about glitching activity and signal
back to our RTL power optimizer that transforms the initiastatistics and for evaluating the initial and optimized designs
RTL design to reduce the generation and propagation fol power consumption.
glitches. As mentioned in Section IV-C, the application of Example 6: Before proceeding to provide the quantitative
glitch-reducing transformations can impact glitching activitiesesults of our experiments, we would like to illustrate the effect
and signal statistics in a global manner. It is necessary dbour power optimization techniques on the GCD RTL circuit.
incrementally recompute the information used to drive thehe final GCD RTL circuit that results from the application
transformations in order to ensure maximal power savings. our tool is shown in Fig. 20.
Hence, we apply our glitch-reduction transformations to all The multiplexer trees consisting of multiplexers {[3], [4]},
RTL nodes at one level in the RTL circuit, incrementallyand {[5], [6], [7]} were restructured to reduce glitch propaga-
modify the technology-mapped netlist to reflect the transfation from the data signat20 (the subtracter’s output) and from
mations, and recompute glitching activities and signal statisticsntrol signalcontr[4], and the control signals feeding them
for guiding the application of glitch-reduction transformations/ere redesigned as necessary. Multiplexers [3] and [4] were
to RTL nodes at other levels. Both the original and thmodified by inserting selective delay gates to minimize glitch
optimized RTL circuits were evaluated for area and delay usipgopagation from their control signals. Control signabtr[5]
NEC’s VARCHSYN synthesis system [47], and for powewas clocked in order to further reduce glitch propagation
consumption using CSIM. from <20 (the subtracter output). Finally, the clock inputs to
The vectors used for simulation were obtained as followeegistersY, OUTPUT, and RDY were gated. It was found
For each design, we used the behavioral test bench for that the exact clocking condition for registéf violated the
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TABLE 11l
EXPERIMENTAL RESULTS
Circuit Original Optimized Power Red. | CPU
Power Area | Delay Power Area | Delay (%)
GCD 8.738mW | 1037 | 32.29ns 7.229mW | 1034 | 31.94ns 17.27% 427s
Barcode 9.409mW | 1945 | 49.73ns 7.770mW | 1968 | 47.29ns 17.42% 671s
UAV 10.878mW | 1954 | 83.48ns 8.023mW | 1967 | 83.15ns 26.25% 619s
Vendor 10.471mW | 1595 | 70.13ns 7.725mW | 1617 | 71.63ns 26.22% 545s
Graphics || 9.653mW | 3865 | 132.60ns || 6.751mW | 3914 | 132.68ns 30.06% 1,128s
X.25 2.056mW | 2409 | 129.53ns || 1.658mW | 2434 | 135.11ns 19.36% 858s
Dot_Prod || 19.704mW | 3341 | 98.69ns | 15.521mW | 3347 | 97.78ns 21.23% 1,017s

timing constraint. In addition, the reduced gating condition that other cases there are minor area and/or delay overheads.
satisfied the timing constraint derived by our tool was foundpon analysis of these variations, we found that they could
to have a very low probability, hence the tool decided not te attributed to the fact that multiplexer restructuring trans-
gate the clock input to registe¥. B formations can lead to a modification of the control logic,
Table Ill reports the quantitative results of our experimentghich can result in area and delay fluctuations due to logic
The power consumption, area (# of transistor pairs), and delgynthesis optimizations. At the RTL, the control logic is
of the original circuits are reported under colu@riginal. The represented as a set of Boolean expressions. As mentioned
corresponding numbers for the optimized circuits (obtaingg e description of the algorithm (Section IV-C), our tool

after applying the glitch-reduction techniques presented jfuog 5 static RTL delay estimator [40] to check whether the

this paper) are .reported under colu@ptimized Thg column_ delay of the circuit is within the given clock period constraint.
Power Redprovides the percentage power-reduction obtameli . ) .
e delay estimator works with the Boolean expressions for

through the application of the techniques proposed in this . . . .
. ; control logic, assuming a straightforward implementa-
paper. The CPU times required by our tool are presente o . o .
. However, the control logic is typically modified during

under column CPU. The CPU times presented indicate tHgn oai hesi q A h
time taken to perform the glitch-optimizing transformationg"e ogic synthesis process (due to optimizations such as

after the initial RTL synthesis has been completed (i.e., tigctorization, technology mapping, etc.). Thus, although the
CPU time required to perform the tasks corresponding to tfd L estimator may tell the glitch-reduction procedure that
shaded region in Fig. 19). a given transformation does not affect the circuit delay, the
The results indicate that the proposed glitch-reduction trarfflanges in the control logic, which lead to variations in scope
formations can significantly reduce power consumption #r logic synthesis, could result in minor delay variations
RTL designs (up to 30.06% and 22.54% on the averag#).the gate-level netlist. Sometimes, the changes to control
Note that our glitch-reduction techniques target power reddegic introduced by restructuring multiplexer trees actually
tion solely by reducing the propagation of glitches betweamprove the post-logic-synthesis area and delay, while for
various blocks in the RTL circuit. Thus, our techniques can ligher examples it increases area and/or delay. However, as
combined with other power-reduction techniques that attemgin be seen from Table Ill, the area and delay overheads, when
to suppress transitions that do not correspond to glitches,ig¢urred by our power-reduction techniques, are nominal, and
techniques that optimize power by also changing the physigf§ not show any consistent trend (positive or negative) in our
capacitance. For the example circuits considered in our %perience.
periments, the most common glitch-reduction transformationpe total CPU times required for the examples shown in
applied was multiplexer restructuring, followed by selectivg,pie 111 varied from 427—1128 s on a SPARCstation 20 with
delay insertion, and then clocking of control signals. Clocf28 Mbytes main memory. In order to efficiently realize the

gating was applicable 1o all the example circuits considereﬁjOW of Fig. 19, we exploited the incremental nature of the

Another point worth mentioning is that while our glitch- . " . - .
; . : . .~ circuit modifications performed by the proposed techniques to
reduction techniques are applicable to control-flow intensive as . . :
. ) ! . . erform incremental technology mapping and netlist update.
well as data-flow intensive designs, there is a subtle differeni2& tioned in Section IV-C. th " f t00l
in the source of power savings. In control-flow intensive sdmep |on§ bm h ec |on' -~ e runf— Ime O_ _Ou; 00
designs, control signals are often late arriving and glitchy, [ dominated by the requirement to perform activity/power
addition to data signals. Hence, the transformations that red@S&mation at the gate-level. We had to do this only due to
glitch propagation from control signals are extensively applicH€ lack of availability of a sufficiently accurate RTL glitching
ble. In data-flow intensive designs, most of the glitching pow@€tivity/power estimator. For the purposes of comparison, the
is due to data chaining, hence the most commonly employt@he required to run a typical optimizing logic synthesis script
transformations are those that reduce glitch propagation fréf the initial RTL circuits varied from 185-1181 s. We believe
data signals (Section 1V-B). that the CPU times can be significantly reduced through the
In some cases, the area or delay of the circuit after applyinge of efficient RTL power estimators [9], [10] to drive the

our techniques is slightly lower than the original circuit, whilgower-reduction techniques presented in this paper.
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VII. CONCLUSIONS [19]

J. M. Chang and M. Pedram, “Register allocation and binding for low
power,” in Proc. Design Automation Conflune 1995, pp. 29-35.

We presented several techniques to reduce power COnsui@pr A. Dasgupta and R. Karri, “Simultaneous scheduling and binding for
tion in RTL designs. The key features of our techniques are

as follows: 1) we focus on power consumption due to t
propagation of glitches across the various blocks in the circuit
and 2) we target power consumed by not just functional
units, but also multiplexers and registers in the design, whiff!
may consume a major part of the total power in contro[23]
flow intensive designs. Our glitch-reduction techniques are

based on an analysis of generation and propagation of glitchgeg

in RTL circuits. Based on the observation that registers can

the

consume a significant part of the total power and most ?zfs]

register power is in turn caused by transitions on the

clock input, we gate clock inputs to registers with conditions

derived by an analysis of the RTL circuit, ensuring thdf®

glitches are not introduced on the clock signals. Experimental
results demonstrate the efficacy of the proposed techniqued?fi
providing significant power reductions with nominal area and

delay overheads.
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